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Introduction

▪ Discourse relations (DRs) : semantic links between texts
▪ Can be explicit (marked with connectives) or implicit (unmarked)

2

Example:
1. I’m a feminist because I believe in gender equality.
2. I’m a feminist; in other words, I believe in gender equality.
3. I’m a feminist. I believe in gender equality.

▪ DR recognition is important for downstream NLP tasks,
 e.g. summarization.

▪ Implicit DR classification remains a challenge. 
E.g. SOTA 14-way classification F1: 60%  (GOLF, Jiang 2023)
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Introduction

Challenges:

1. Lack of multi-lingual data 
• existing TED-MDB (Zeyrek 2019) only 200 implicit relations per language.

2. Lack of multi-domain data
3. DRs are highly ambiguous: soft label annotation preferred

DiscoGeM 2.0: A Parallel Corpus of
GEnre-Mixed Implicit Discourse Relations

▪ 4 languages: English, German, French, Czech
▪ Parallel: original vs translated texts
▪ 2 domains: Europarl & Literature
▪ Soft labels by crowdsourcing:  10 PDTB3.0-labels per instance
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DiscoGeM 1.0 (Scholman et al, 2022)  VS DiscoGeM 2.0

▪ A corpus of genre-mixed implicit discourse relation in English

sentence alignment: Vec-align + LASER (Thompson and Koehn, 2019; Artetxe and Schwenk, 2019)
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DiscoGeM 2.0

1. Methodology of the annotation
• Background: DiscoGeM 1.0 (English)
• Adaptation to other languages

Evaluation
2. Annotation results
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Methodology: background

▪ DiscoGeM 1.0 was crowdsourced by the Two-step Discourse 
Connective Method  (Yung et al 2019)

1. Freely insert a connective to express the relation
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Methodology: background

▪ DiscoGeM 1.0 was crowdsourced by the Two-step Discourse 
Connective Method  (Yung et al 2019)

1. Freely insert a connective to express the relation

CChoose from a dynamic list to disambiguate
2. Choose from a dynamic list to disambiguate
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This talk

1. Methodology of the annotation
• Data: DiscoGeM 1.0 (English)
• Adaptation to other languages

2. Annotation results
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Methodology: motivation

▪ Insertion of connectives often requires a change in word order in 
other languages. 

EN: 
I’m feminist …
because / in other words I believe in gender equality.

DE:
Ich bin Feministin …
● weil ich an die Gleichstellung der Geschlechter glaube.
● anders gesagt, ich glaube an die Gleichstellung der Geschlechter. 

▪ Crowdworkers may avoid connectives that lead to ungrammatical 
sequences irrespective of the meaning.
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Methodology: One-step Connective Insertion

▪ More emphasis on the semantic relation expressed by the connective 
than whether it “fits” syntactically in context.

▪ The answer box is located outside the text.
▪ Specific note in the task instructions: 

 Focus on the meaning of linking words. You 
don't have to consider if it is grammatically 
correct or natural to insert that word between the 
highlighted texts.
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Methodology: One-step Connective Insertion

▪ A static list of connectives to choose from, instead of free insertion.
▪ Each corresponds to one DR defined in PDTB 3.0.
▪ Semantically grouped for easier navigation.
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Methodology: Multi-lingual connective list
▪ A balance of 

• ambiguity - preference of single-sense connectives
• frequency - avoidance of rare connectives
• generalizability - avoidance of syntactic/stylistic dependent connectives

▪ Based on connective lexicons and consultation with native linguists.

▪ See paper appendix for the full list.
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Methodology: validation

▪ Procedure:
• Native speakers of DE, FR, CS recruited on Prolific.
• Screened by a selection task of 18 questions (Pass: >=50%)

annotation
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workers’ annotation

DE results

▪ High agreement for 
single-sense instances

▪ Multi-sense instances 
annotated by 
distributional labels.

annotation
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Methodology: validation

▪ High agreement in the selection task in other languages as well, but depends 
on relations.

▪ Near perfect agreement between the two-step and one-step approach in 
English.

▪ Cross-lingual divergence in agreement; lexical gaps between connectives in 
different languages.

FR CS
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This talk

1. Methodology of the annotation
• Data: DiscoGeM 1.0 (English)
• Adaptation to other languages

2. Annotation results
• General statistics
• Cross-lingual comparison
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Results: statistics

▪ 5,618 English items in DiscoGeM 1.0 → 12,834 multilingual items 
in DiscoGeM 2.0

▪ Translation to/from English
▪ Not all items were alignable (e.g. 2 EN sents translated to 1 DE 

sent)
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Results: relation distribution in language subsets

FR

DE

CS

▪ Genre effects observed in EN in 
DiscoGeM 1.0 appear also in 
other languages (DiscoGeM 2.0):
○ more “RESULT” in Europarl
○ more “PRECEDENCE” in 

literature
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Results: majority labels of aligned relations

▪ General cross-lingual agreement
▪ Expected patterns of co- 

occurrence and confusion 
(e.g. “cause” & “level-of-details”; 
“concession” and “contrast”)

▪ Language specific patterns
 (e.g. fewer “cause” in DE)
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Results: comparing the label distributions

▪ Evaluate by Jensen-Shannon Divergence (JSD) between the label 
distributions of the same item but different languages 

a. cross-lingual chance agreement
JSD between unaligned and shuffled cross-lingual annotations

b. intra-lingual chance agreement
JSD between two sampled label distributions of a particular item

c. actual cross-lingual agreement
Actual JSD between the two language versions of the same item
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Results: comparing the label distributions

▪ Evaluate by Jensen-Shannon Divergence (JSD) between the label 
distributions of the same item but different languages 

a. cross-lingual chance agreement
JSD between unaligned and shuffled cross-lingual annotations

b. intra-lingual chance agreement
JSD between two sampled label distributions of a particular item

c. actual cross-lingual agreement
Actual JSD between the two language versions of the same item

(Lower JSD = higher agreement)

= 0.83 on average

= 0.43 on average

= 0.63~0.71 on average

Actual 
cross-lingual 

agreement

Intra-lingual 
chance 

agreement

Cross-lingual 
chance 

agreement
< <
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Results: examples
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Conclusion

▪ A discourse-annotated corpus unlike any others.
▪ Download: https://github.com/merelscholman/DiscoGeM
▪ Cross-lingual comparison reveals that implicit DR annotations 

are not always projectable.
▪ Further analysis is required to investigate the reasons behind 

the cross-lingual disagreement.
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