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Background

« Machine Translation with Large Language Models (LLMs)
« Direct translation using LLMs
« In-context learning for translation using LLMs

« Robust Machine Translation

« Translation of sentences containing noise



Challenge

« Robust Machine Translation in LLMs

« Limitations of LLMs in translating noisy sentences (even use in-context learning)

i ™
Source :

FAVIAEAT 4N ) RATREIRIG I Z . (HEAT ) 285 i .

Reference :
3 We now have 4-month-old mice that are non-diabetic that used to be diabetic.

r N

Prompt :

Please translate the following sentences into English:

Lt ER TR, ol AN B KIR E R B A 149 . The corresponding English translation is:
After testing by professional departments, these minor mice that are several months old have infectious diseases.
BAPRAEGATH RNEAERERBENER, HENY45idi%5. The corresponding English translation is:
LLM : We now have 4-month-old mice that do not have diabetes, but they used to have the disease. +/

Noisy-Source Prompt :

Please translate the following sentences into English:

£ TR 1R, s TN H AR AR BE D R BB L 4% . The corresponding English translation is:
After testing by professional departments, these minor mice that are several months old have infectious diseases.
WATRAEAAN H REARR i E R, HEf8253IMi%. The corresponding English translation is:
LLM : We now have 4-month-old diabetic rats that haven't had any disease before. X




Motivation

In-context learning allows LLMs to learn from in-context demonstrations and thus

accomplish the tasks better than using LLMs directly.
LLMs benefit more from in-context demonstrations that are more similar to the test

sample.

Issues that this work seeks to explore:
« Can LLMs learn translation robustness from noisy-source in-context demonstrations?

«  Whether LLMs are more likely to learn translation robustness from in-context demonstrations

that are consistent with the type of noise in the sample to be translated?



Approach

propose a research scheme for investigating the translation robustness of LLMs
« noisy data preparation
« in-context learning for translation using LLMs

« evaluation of translation robustness
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Approach

« Noisy Data Preparation p — o
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Approach

Natural Noise Data Preparation

Rule-based labeling: emoji (regular expression) / dialect (opencc) / code switching (regular

expression)

Model-based labeling: use GPT-3.5 turbo api

Manual labeling
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Approach

In-context Learning for Translation using LLMs

CLEAN: sample in-context demonstrations from clean
data

MIXED: sample in-context demonstrations from
mixed noise categories of data

SPECIFIC: sampling in-context demonstrations from
data with the same noise type as the sentence to be

translated

N

CLEAN MIXED SPECIFIC

Constructing Prompts ¢

Translate the sentence from [src language] to [tgt language].

[sre sentence]
Corresponding [tgt language] translation is [tgt sentence]
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Experiment Settings

« Synthetic Noise Data
« WMT News test set & TED TALKS 2020
 attack settings: 30% attacked words & equal probability of each attack operation
« Natural Noise Data
« MMTC dataset & ID-ZH-MTRobustEval
« Model
« Baichuan2/Qwen/InternLM

« Sample Details
« determine the sampling set

« select the most similar in-context demonstrations for sentence embedding



Experiment Results

« LLMs can learn translation robustness from in-context examples with synthetic noise.

Baichuan2-7B-Chat Baichuan2-13B-Chat

Character Word Multi Clean Character Word Multi
Noise Noise Noise Noise Noise Noise

shots
Clean

0 shot 15.34 10.98 8.66 10.15 14.77 1197 953 10.64

1 shot 24.16 18.19 1542 1728 26.32 20.99 16.76 19.19
CLEAN 3shot 23.75 17.60 15.70 16.90 26.68 21.59 1782 19.72
5shot 24.32 18.77 15.99 17.85 25.86 20.64 18.10 19.39

Tshot  24.04 18.94 1555 17.7/6 2639  21.04 1760 1967
MIXED 3 shot 24.42 17.87 1547 17.34 2632  21.68 18.02 20.12
5 shot 24.49 19.54  16.65 17.00 2645  21.98 18.57 20.44

1 shot 24.16 18.59 1570 1750 26.32 21.12 1765 19.19
SPECIFIC 3 shot 23.75 18.55 16.05 18.04 26.68 22.06 18.14 20.14
5shot 24.32 20.03 1527 19.06 25.86 22.35 17.59 21.20

Table 1: Results of Baichuan2-7B-Chat model and Baichuan2-13B-Chat on Chinese-English dataset of
sythetic noise. (underline: the maximum value of the data in this column for the current sampling method;
bold: the maximum value of data in this column for all sampling methods).



Experiment Results

« LLMs can learn translation robustness from in-context examples with synthetic noise.

Qwen-7B-Chat Qwen-14B-Chat
shats Clean Character Word Multi Clean Character Word Multi
Noise Noise Noise Noise Noise Noise
0 shot 21.41 7.79 1252 11.48 24.25 13.51 14.51 14.34

1 shot 22.33 9.2 1343 11.26 25.89 15.47 14.54 16.05
CLEAN 3 shot 22.89 9.03 1343 12,62 26.04 17.20 16.09 17.70
5 shot 22.67 9.68 13.84 12.81 26.01 15.98 16.20 17.57

1 shot 22.25 10.17 1392 1235 25.96 16.87 16.18 16.95
MIXED 3 shot 22.96 10.38 13.78 1225 26.26 17.97 17.34 18.55
5 shot 22.90 9.98 1437 13.30 26.15 18.16 17.57 18.21

1 shot 22.33 10.51 1390 1222 25.89 17.28 15.37 17.12
SPECIFIC 3 shot 22.89 9.87 1286 1291 26.04 18.26 16.08 18.39
5 shot 22.67 9.28 1297 1299 2601 18.12 17.45 18.77

Table 2: Results of Qwen-7B-Chat model and Qwen-14B-Chat on Indonesian-Chinese dataset of sythetic
noise.



Experiment Results

« LLMs are more likely to learn robustness to character-level noise through type-specific

synthetic noise and robustness to word-level noise through mixed-type synthetic noise.

Baichuan2-7B-Chat Baichuan2-13B-Chat

Character Word Multi Clean Character Word Multi
Noise Noise Noise Noise Noise Noise

shots
Clean

0 shot 15.34 10.98 8.66 10.15 14.77 1197 953 10.64

1 shot 24.16 18.19 1542 1728 26.32 20.99 16.76 19.19
CLEAN 3shot 23.75 17.60 15.70 16.90 26.68 21.59 1782 19.72
5shot 24.32 18.77 15.99 17.85 25.86 20.64 18.10 19.39

1 shot 24.04 18.94 1555 | 17.76 26.39 21.04 17.60 | 19.67
MIXED 3 shot 24.42 17.87 1547 | 17.34 26.32 21.68 18.02 | 20.12
5 shot 24.49 19.54 16.65 | 17.00 26.45 21.98 18.57 | 20.44

1 shot 24.16 18.59 15.70 | 17.50 26.32 21.12 17.65 | 19.19
SPECIFIC 3 shot 23.75 18.55 16.05 | 18.04 26.68 22.06 18.14 | 20.14
5shot 24.32 20.03 15.27 | 19.06 25.86 22.35 17.59 | 21.20

Table 1: Results of Baichuan2-7B-Chat model and Baichuan2-13B-Chat on Chinese-English dataset of
sythetic noise. (underline: the maximum value of the data in this column for the current sampling method;
bold: the maximum value of data in this column for all sampling methods).



Experiment Results

« LLMs are more likely to learn robustness to character-level noise through type-specific

synthetic noise and robustness to word-level noise through mixed-type synthetic noise.

Qwen-7B-Chat Qwen-14B-Chat
shats Clean Character Word Multi Clean Character Word Multi
Noise Noise Noise Noise Noise Noise
0 shot 21.41 7.79 1252 11.48 24.25 13.51 14.51 14.34

1 shot 22.33 9.2 1343 11.26 25.89 15.47 14.54 16.05
CLEAN 3 shot 22.89 9.03 1343 12,62 26.04 17.20 16.09 17.70
5 shot 22.67 9.68 13.84 12.81 26.01 15.98 16.20 17.57

1 shot 22.25 10.17 13.92 | 1235 25.96 16.87 16.18 | 16.95
MIXED 3 shot 22.96 10.38 13.78 | 12.25 26.26 17.97 17.34 | 18.55
5 shot 22.90 9.98 1437 | 13.30 26.15 18.16 17.57 | 18.21

1 shot 22.33 10.51 13.90 | 1222 25.89 17.28 1537 | 17.12
SPECIFIC 3 shot 22.89 9.87 1286 | 1291 26.04 18.26 16.08 | 18.39
5 shot 22.67 9.28 1297 | 1299 2601 18.12 17.45 | 18.77

Table 2: Results of Qwen-7B-Chat model and Qwen-14B-Chat on Indonesian-Chinese dataset of sythetic
noise.



Experiment Results

« The robustness of LLMs in learning from various types of natural noises varies across

high and low-resource languages.

Code . " Proper Spelling/ Spoken

shots Switch Dialect Emojis Grammar Jargon Nainis Slang Slurs Typo Language Average

Oshot 15.77 15.19 15.17 14.40 17.11 17.31 1440 12.83 16.77 15.09 15.40

1shot 15.60 16.73 14.63 16.79 17.74 1792 16.90 14.97 19.42 15.41 16.61
MIXED 3shot 15.47 14.85 12.67 15.28 16.98 16.06 1514 12.37 20.66 15.09 15.45

5shot 14.55 13.50 11.92 15.05 15.90 1555 1445 10.18 16.09 13.58 14.08

1shot 15.28 15.33 14.13 14.35 17.13 16.41 1469 11.37 18.44 13.56 15.07
SPECIFIC 3shot 16.52 15.75 12.45 14.25 16.96 17.08 1435 9.73 16.85 13.96 14.79

5shot 16.16 15.54 13.12 15.20 17.34 16.99 1498 11.35 1717 14.25 15.21

Table 3: Results of Baichuan2-7B-Chat model on Chinese-English dataset of natural noise.

Code , - Proper Spelling/  Spoken

shots Switch Dialect Emojis Grammar Jargon Noune Slang Slurs Typo Language Average

Oshot 17.83 17.77 17.41 19.40 20.43 23.19 1873 1235 18.07 17.18 18.24

1shot 1817  17.59 21.72 19.60 21.32 22.21 1845 1272 20.46 19.41 19.16
MIXED 3shot 16.55  18.84 17.92 19.09 18.95 23.22 20.26 15.48 16.20 19.13 18.56

5shot  18.91 17.51 15.08 20.67 21.50 20.94 19.86 15.03 14.87 19.09 18.35

1shot 19.23 1749 20.66 20.02 21.30 23.38 1853 13.80 20.16 19.36 19.39
SPECIFIC 3shot 18.36 17.45 21.62 17.14 21.72 23.77 2041 1438  21.57 19.00 19.54

5shot 1543  15.04 16.04 21.09 23.13 24.81 1585 13.57 21.37 17.77 18.41

Table 4: Results of Qwen-7B-Chat model on Indonesian-Chinese dataset of natural noise.



Analysis

Effect of Noise Ratio in Demonstrations
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Figure 3: The relationship between the BLEU score change and noise proportion in demonstration ex-
amples when comparing the MIXED sampling method with three types of synthetic noise on a Chinese-
English dataset to the CLEAN sampling method. The first three subfigures respectively demonstrate the
relationship between the noise ratio and the change in BLEU score for 1-shot, 3-shot, and 5-shot settings.
The fourth subfigure averages the BLEU score changes for all types of noise under the same shot and
noise ratio settings, and displays the relationship between the noise ratio and this average value.




Analysis

Source X217 Z AR P EATEFE SN K, R IGEIE e b PR 1999 48 H A4
HBR BT, FESEE T A4 BREA AP 052 B i3 BE VAT
Reference The 17-year-old attacking midfielder made five appearances in total last season, becoming

the first player born in 1999 to appear in the Premier League, and is also highly rated in the
England underage system.

Demonstration TRl A: P P AR AR BR B1ROACR 20810 1T A I, 72 EASFFERA 1-1 SO FIAEHTBA
MR fE—EEP AL CNE N =4 EER R (Frg0Fk - k. Wi - SERENSE) - %
A¥) AR RERLHE S,
Pulis has been notoriously slow to promote young players throughout his career and the sight
of three teenagers - Jonathan Leko, Sam Field and Tyler Roberts - in the final game of last
season, a 1-1 draw with Liverpool, is unlikely to become the norm.

Noisy input XAL 7 FEAFBGE R BAE B ER LI T, MR T B B E 1 19995 H
AERIER BT, FE e P AEERBA R A2 B = B AT .

LLM output The 17-year-old attacking midfielder made five appearances in total during the last season,
becoming the first player born in 1999 to appear in the Premier League, and receiving high
praise in the English youth teams.

Table 5: LLM for generating cases in the Chinese-English dataset, where demonstration examples are
selected for 1 shot. (Orange: Insertion noise; Red: Swapping noise; Magenta: Replacement noise; Blue:
Deletion noise.)



Analysis

 Results for Other Models and Language Pairs

en-zh fr-en id-zh

Settings clean character word clean character word clean character word
0 shot 35.27 22.64 19.02 21.61 12.98 10.55 16.01 547 9.19
CLEAN 38.28 24.52 21.84 23.00 13.44 10.67 19.56 6.19 10.87
MIXED 38.62 27.64 23.16 23.82 13.71 11.79 19.05 6.53 10.94
SPECIFIC 38.28 27.91 22.06 23.00 14.06 11.38 19.56 6.26 9.56

Table 6: Results of Baichuan2-7B-Chat on the synthetic noise dataset under various settings.

en-zh fr-en zh-en
Settings clean character word clean character word clean character word
0 shot 33.62 22.34 16.36 17.67 10.27 7.61 2365 17.83 14.95

CLEAN 36.46 26.41 19.64 26.82 13.11 10.07 28.53 22.05 19.92
MIXED 36.86 28.32 20.54 28.72 14.74 11.47 28.94 22.22 20.20
SPECIFIC 36.46 28.16 20.32 26.82 15.40 10.46 28.53 22.80 20.08

Table 7: Results of Qwen-7B-Chat on the synthetic noise dataset under various settings.

en-zh fr-en zh-en

Settings clean character word clean character word clean character word
0 shot 31.47 19.22 15.05 26.24 10.76 10.22 20.15 12.98 9.52
CLEAN 32.78 19.59 16.01 26.68 11.47 11.27 2222 14.10 11.75
MIXED 33.31 22.78 16.28 27.78 12.52 11.63 23.08 15.55 11.36
SPECIFIC 32.78 23.01 14.19 26.68 12.79 11.55 22.56 16.28 12.43

Table 8: Results of InternLM-Chat-7B on the synthetic noise dataset under various settings.
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