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Background

• Machine Translation with Large Language Models (LLMs)

• Direct translation using LLMs

• In-context learning for translation using LLMs

• Robust Machine Translation

• Translation of sentences containing noise



Challenge

• Robust Machine Translation in LLMs

• Limitations of LLMs in translating noisy sentences (even use in-context learning)



Motivation

• In-context learning allows LLMs to learn from in-context demonstrations and thus 

accomplish the tasks better than using LLMs directly.

• LLMs benefit more from in-context demonstrations that are more similar to the test 

sample.

• Issues that this work seeks to explore:

• Can LLMs learn translation robustness from noisy-source in-context demonstrations?

• Whether LLMs are more likely to learn translation robustness from in-context demonstrations 

that are consistent with the type of noise in the sample to be translated?



Approach

• propose a research scheme for investigating the translation robustness of LLMs

• noisy data preparation

• in-context learning for translation using LLMs

• evaluation of translation robustness



Approach

• Noisy Data Preparation

• Parallel corpus of high- and low-resource

• Synthetic noise: character-level, word-level, multi-

level noise

• Natural noise: spelling/typographical errors, grammar 

errors, spoken language, slang, proper nouns, dialects, 

code switching, jargon, emojis, slurs



Approach

• Natural Noise Data Preparation

• Rule-based labeling: emoji (regular expression) / dialect (opencc) / code switching (regular 

expression)

• Model-based labeling: use GPT-3.5 turbo api

• Manual labeling



Approach

• In-context Learning for Translation using LLMs

• CLEAN: sample in-context demonstrations from clean 

data

• MIXED: sample in-context demonstrations from 

mixed noise categories of data

• SPECIFIC: sampling in-context demonstrations from 

data with the same noise type as the sentence to be 

translated



Experiment Settings

• Data

• Synthetic Noise Data

• WMT News test set & TED TALKS 2020

• attack settings: 30% attacked words & equal probability of each attack operation

• Natural Noise Data

• MMTC dataset & ID-ZH-MTRobustEval

• Model

• Baichuan2/Qwen/InternLM

• Sample Details

• determine the sampling set

• select the most similar in-context demonstrations for sentence embedding



Experiment Results

• LLMs can learn translation robustness from in-context examples with synthetic noise.



Experiment Results

• LLMs can learn translation robustness from in-context examples with synthetic noise.



Experiment Results

• LLMs are more likely to learn robustness to character-level noise through type-specific 

synthetic noise and robustness to word-level noise through mixed-type synthetic noise.



Experiment Results
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Experiment Results

• The robustness of LLMs in learning from various types of natural noises varies across 

high and low-resource languages.



Analysis

• Effect of Noise Ratio in Demonstrations



Analysis

• Case Study



Analysis

• Results for Other Models and Language Pairs



Thank you!


