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- Introduction

CcContext

Speech and voice disorders

Evaluating patients’ speech is crucial

Traditional approach relies on subjective judgments

Automatic speech quality assessment is gaining attention as an

alternative or supplement to traditional clinical evaluation.




- Introduction

Challenge

- Limited data availability restricts research success to basic tasks like binary classification.

« Segmenting audio files in current methods to augment datasets indirectly links overall scores with individual

segments, presenting limitations.

This work propose a regression system learns at the audio level despite data scarcity, leveraging the pre-

trained Wav2Vec?2 architecture for both SSL and ASR as feature extractors in speech assessment.




Ml corpus

__ « CommonVoice corpus
» Specifically used for fine-tuning Wav2Vec?2 for the ASR task
Normal

 Version 6.1

N— B

« C2SI| corpus

- 105 speakers (84 patients & 21 controls)

~ N

— — » Reading of La Chévre de monsieur Seguin

Head & Neck . Measures intelligibility/severity (0-10)

_Cancer + SpeCOMCOo corpus
 Additional corpus for C2Sl
« 27/ patients

~_ — _
* 15 patients

Parkinson’s . . . . .
« Reading of La Chevre de monsieur Seguin and Le Cordonnier

disease

—= -~ . Measures intelligibility/severity (0-4)



n Architecture

« LeBenchMark large model
 Pre-trained 3K data
—  Pre-trained /K datao
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“ Architecture

>
HNC

l

Feature Extractor

l

Statistic Pooling Layer
(Avg+Std)

l

2 FC Linear Layers

Epochs: 20

Batch size: |

Loss function and Evaluation metric: MSE

10-fold cross-validation using C2SI corpus

Testing on SpeCOmMco

1024-Dimension

l

Output Layer

1 Dimension




Results & Discussion

System'’s performance

Model Intelligibility MSE Severity MSE
3K-SSL 1.65 £ 0.43 2.10 £ 0.83
7K-SSL 1.84 + 0.49 1.83 +0.71
3K-ASR 0.73 £0.18 1.15 +£0.14
7TK-ASR 0.98 +0.26 1.15+0.16
Baseline 1 1.75 1.91
ECAPA-TDNN

Baseline 2 CNN | 2.97 3.05

based

« Compared with existing baselines using the same SpeeCOMCo dataset:

 Shallow Neural Network-based system: MSE reduction of 58% for intelligibility

assessment and 41% for severity assessment.

« CNN-based system: MSE reduction of 75% for intelligibility assessment and 62% for

severity assessment.

Our proposed system consistently outperforms these baselines, demonstrating its

effectiveness in speech quality assessment.
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- Among different feature extractors:
« 3K-ASR obtained the best result

» Pre-trained based ASR outperforms pre-trained based SSL

- 3K model in general performs better than /K



1V Results & Discussion
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assessment.

underestimates for mild patients.

High correlation between predictions and targets
Correlation ranging from 0.94 to 0.97 (p-value < 0.01)

Correlation with severity assessment is slightly lower than intelligibility

The model overestimates severity for severe patients and
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Predicited severity
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Perceptual intelligibility

Spearman correlation = 0.94
e Patient
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—— Regression line

2 4 6 8 10
Perceptual severity
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Results & Discussion
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» Model continue to perform well and stable through out 10-fold validation
» Valid and train loss curve both decrease

» Cross-domain testing on AHN corpus: MSE=0.22 (intelligibility), MSE=0.37 (severity)

Therefore, it appears that overfitting is not a significant issue. The model also show
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the generalization ability through cross-domain data



Results & Discussion

Limited content

 Severe group: a patient with perceptual score of 1.5 for intelligibility and 0.5 for
severity.

» Mild group: a patient with scores of 5.8 for intelligibility and 5.1 for severity.

 Control group: a healthy speaker with scores of 10 for both intelligibility and

severity.
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1V Results & Discussion

Predicted score

Predicted score

Limited content

Severe patient Mild patient Healthy control
o T Srlzcl;iacltis::rsecores . T S:ggiacltisoc:;ecores ? 1 $ T l ‘ LR T l ¢ ¢
. Sl eler 1. 1ot .0 eelE ]
. T T T E T T
2-[ I I[IT[I[I TI : 2 : 2 — Globalscore
@ Prediction scores
0.0 2.5 5.0 7.5 Se;(r)r.](;ntlzs 15.0 17.5 20.0 0.0 2.5 5.0 7.5 Se;(r)r.](;ntIZ.S 15.0 17.5 20.0 0 2 4 Segme(:\t 8 10
Severe patient Mild patient Healthy control
o o predcionseores | "o preictonseores | l N A
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@ Prediction scores
0.0 2.5 5.0 7.5 Se(-l;(r)r.](;ntlzs 15.0 17.5 20.0 0.0 2.5 5.0 7.5 Se(-l;(r)r.](()entlzs 15.0 17.5 20.0 0 2 4 SegmeGnt 8 10
Results demonstrate consistent score generation for severe patients, with mild
group scores varying more.
Severe patient predictions tend to overestimate due to limited content
information, indicating model struggle for accuracy.
On the other hand, control group predictions show slight underestimation.

13



1V Results & Discussion

Limited content

4.0 4
mmmm severe patient

mmmm mild patient
351 @e—mme=—==- mmmm healthy control

—— severity assessment
—--=- intelligibility assessment
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Score differences
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1s 2s 5s 10s 20s full audio
Segment duration (s)

Longer durations enhance model performance by providing more content

iInformation.

Duration does not affect healthy control group performance.

Severe patients benefit from increased content, improving predictions, with mild

patients showing similar behavior at a lower level.



Results & Discussion

Different content

« High alignment observed in predictions between texts ‘La

('

Chevre de monsieur Seguin” and ‘Le Cordonnier” within
the AHN corpus.

 Despite differing phonetic contexts, the automatic system
generates consistent predictions.

« Spearman’s correlation analysis yields rates of 0.96 for
speech intelligibility and 0.95 for severity assessment.

» Indicating robust performance across different contents.

- Different contexts do not impact final decision,

highlighting model's consistent performance.
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Conclusion

» Proposed novel approach trains model on entire audio despite data
scarcity

+ achieving 58% MSE reduction (intelligibility) and 41% MSE reduction
(severity) from current baseline

« ASR pre-trained context closely related to speech quality assessment.

 Duration of test segments impacts model decisions, particularly for severe
patients.

« Changes in linguistic content between training and testing do not

significantly affect model.
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The End

Thank you
for listening
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