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hi ʃi ɪt

Xunfei Input Method Wechat Input Method

他 (he) ，她 (she), 它 (it)



Cause

Realted Work

● English third-person pronouns (he/she/it) differ in pronunciation.

● Chinese third-person pronouns (他/她/它) share pronunciation.

● Chinese pronouns references are more ambiguous

● Void Reference "Ta" in Modern Chinese

● Chinese spelling correction (CSC). Most errors arise from homophones.

● Deep neural networks like RNN and LSTM for audio-to-text processing

● End-to-end structure with pre-trained BERT to differentiate phonetics and characters



Solution
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IDEAS
Inspired by Chinese spelling correction, propose the post-processing "Ta Correct" scheme

Ø Language model

Ø LSTM model with phonetics and semantic features

Ø Rule-based assisted Ngram model



IDEAS

Language Model Phonetics and Semantic

• Based on Roberta MLM

• High precision

• High consumption

• Fuse LSTM and Attention

• Incorporate linguistic elements

• Based on Ngram model

• Incorporate linguistic rules

• Low consumption.

Linguistic Rules

consumptionhigh low

accuracyhigh low



METHODOLOGY



Language Model / LSTM Model

TaR(oBERTa) TaL(STM)



LSTM + Attention



Rule-based Assisted Ngram Model

TaN(gram)

Ngram Model

Rules



Rules

Explicit reference rules: words or characters that explicitly distinguish "他" (he), 
"她" (she), and "它" (it), such as "男" (male) for "他" (he), "女" (female) for "她" 

(she), and "兔子" (rabbit) for "它" (it).

Gender-biased Adjective Rules: adjectives with gender bias also carry implicit 
meanings. Word like "漂亮" (beautiful) often describes "她" (she), while "英俊" 

(handsome) commonly describes "他" (he).

Name rules: commonly used characters in male and female names. For
example, “强" (strong) is commonly found in male names, while "丽" (beautiful) 

frequently appears in female names.



Evaluation
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1. Experimental Settings

Datasets

We generate speech data for these sentences using machine-generated pronunciation. We 

divide the train and test set in 7:3 ratio.

• Weibo: Sourced from the Sina Weibo, totaling over 360,000 sentences, of 

which 57,384 sentences contain "Ta".

• Smp: It consists of Weibo data covering various topics related to the COVID-19,

with 5,000 sentences, of which 3,020 sentences contain "Ta".

• Tieba : Derived from forum posts, over 2,320,000 sentences, of which 946,969 

sentences contain "Ta".



Baselines

• Open-source speech recognition models: including PaddleSpeech and 

Whisper

• Commercial input methods: including Baidu Speech Recognition and Xunfei
Automatic Speech Recognition.

1. Experimental Settings



Evaluation Metrics

• In-Sentence Accuracy (ISA): The average of the accuracy of the predicted Ta in 

each sentence, reflecting how accurately the model identifies "Ta" on a sentence-

by-sentence basis

• Whole Sentence Accuracy (WSA): Proportion of sentences in which the prediction 

Ta is all accurate, indicating the model's effectiveness at perfect prediction across 

entire sentences

• “Ta” Conversion Accuracy (TCA): Prediction accuracy of Ta for the entire dataset,

assessing the model's comprehensive performance in correctly identifying "Ta."

1. Experimental Settings



2. Experimental Results



Ø Role of BERT Model

u BERT-base

u Text2vec

u RoBERTa

u RoBERTa-large

3. Other Experiments

√



Ø Role of Linguistic Features

3. Other Experiments

TaL ( with only POS) TaL ( with only Pinyin)

Pinyin plays a more prominent role than POS. It loses more accuracy on both ISA and TCA metrics.



Ø Effect of the N and Rules

3. Other Experiments

As N increases, there is a trend where the performance decreases first and then increases again
with the best results observed around N=12.



4. Case Study

Wanted Sentence Recognized Sentence (Xunfei) Corrected Sentence

她是一位美丽的女演员
She is a beautiful actress

他是一位美丽的女演员
He is a beautiful actress

她是一位美丽的女演员
She is a beautiful actress

妹妹最爱喝果汁，所以我为她
留了一瓶
My sister loves juice best, so I 
saved a bottle for her

妹妹最爱喝果汁，所以我为她留
了一瓶
My sister loves juice best, so I 
saved a bottle for her

妹妹最爱喝果汁，所以我为她
留了一瓶
My sister loves juice best, so I 
saved a bottle for her

我养了一只小白兔，它最爱吃
萝卜
I raised a small white rabbit, 
and it likes to eat radish

我养了一只小白兔，他最爱吃萝
卜
I raised a small white rabbit, 
and he likes to eat radish

我养了一只小白兔，它最爱吃
萝卜
I raised a small white rabbit, 
and it likes to eat radish



Conclusion
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Future Works

Conclusion and Future Works

• We've created three models, each with different costs, to handle 
different situations and better recognize the third-person pronoun 
"Ta" in speech-to-text applications.

• We plan to explore additional rules and techniques for more 
pronouns to help advance Chinese spelling correction quickly. 
Our goal is to develop more adaptable models to enhance a 
wider array of applications and improve the user experience.

Contribution



Q&A Session
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THANKS!

DO YOU HAVE ANY QUESTIONS?
zhang_zb@hust.edu.cn


