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Within our study:

➔ Dive into the future of Conversational AI with 
our groundbreaking research 🌟

➔ Explore scenario dialogue graphs: the 
solution for context comprehension 🔍

➔ Unlock the secrets behind accurate intent 
prediction in closed-domain dialogue 
systems 💡

➔ Elevate your dialogue systems to new 
heights with insights from our study! 💬

Graph Models: The Future of Dialogue Systems
Revealing the Power of Graph-Based Models in Dialogue Systems



➔ Features of dialogues:
◆ Dialogues have a regular structure
◆ Participants play different roles
◆ Contextual dependencies 

➔ Intention (dialogue state) – the goal/purpose of a dialogue participant in a 
dialogue utterance

➔ Intent prediction in a dialogue system is the determination of the intention of 
the next utterance in a dialogue based on the context

Dialogue Data Characteristics
Understanding the Dynamics of Dialogue Data



➔ Two types of dialogue systems: 
◆ With an open domain 
◆ With a closed domain

➔ Dialogues in the dialogue systems with a closed domain:
◆ Restricted to a narrow subject area
◆ Can be modeled as a chain of intents with transitions between them

➔ A multipartite graph – an interpretable representation of a dialogue system
➔ Each partite of the graph represents one of the roles of the dialogue participants
➔ The role defines the function or position of each participant in the dialogue

Multipartite Scenario Dialogue Graph
Visualizing Dialogue Systems: Understanding Multipartite Scenario Dialogue Graphs



➔ Each node of the graph defines a unique intention in the dialogue
➔ The edges in the graph are transitions between states of the dialogue
➔ Closed domain datasets: 2 roles (user, system) and a bipartite graph
➔ Open domain datasets: 1 role (dialogue participant) and a unipartite graph

Multipartite Scenario Dialogue Graph
Visualizing Dialogue Systems: Understanding Multipartite Scenario Dialogue Graphs



➔ The first stage: the semantics of utterances
➔ The second stage: contextual dependencies
➔ Cluster2Vec: the clusters play the role of "words"

Two-stage Clustering Algorithm
Clustering Algorithm: Two-Stage Approach for Constructing Nodes in a Dialogue Graph



Examples of Dialogue Graph Nodes
Dialogue Graph Nodes: Utterances with Similar Semantic and Contextual Occurrence



➔ Dialogue -> Dialogue Subgraph G = (V, E)
➔ Vertex (vi) contains the intention of the utterance (ui)

V = unique({v1, v2, ...., vt})                  E = {(v1, v2), (v2, v3), ..., (vt−1, vt)} 

Dialogue Subgraph Sampling
Dialogue Subgraph Construction: Extracting Structure from Dialogues Using Dialogue Graphs



➔ The task of predicting the next intention:

Next Intention Prediction
Visual Representation: Predicting Next Intentions with Dialogue Subgraphs



➔ Markov Chains
◆ Based on probabilistic transitions in a multipartite dialogue graph

➔ Encoder
◆ Obtaining vector representations for utterances, predicting next dialogue 

utterance and their intent based on these representations
➔ ConveRT

◆ Dual encoder model
◆ Takes into account more than one dialogue history utterance

➔ ConveRT-MAP
◆ ConveRT + Context-Response Feed-Forward Neural Network
◆ Contrastive loss based on cosine distance is used as a loss

➔ Gradient Boosting (CatBoost)

Baseline Approaches
Description of the Approaches Compared to the Graph Methodologies in the Study



➔ Homogeneous configuration (Message Passing):
◆ One type of the edges and vertices in the graph
◆ Graph Attention Networks (GATs)[1] was used alongside other Message 

Passing Neural Networks
◆ GATs characterized by its attention mechanism on the graph

➔ Heterogeneous configuration (FastGTN[2]):
◆ Various types of the edges and vertices in the graph
◆ A separate weight matrix for each vertex type
◆ Complex structural dependencies are taken into account in addition to 

neighbouring vertex representations

Graph-Based Approaches
A Comprehensive Explanation of Methodologies Utilizing Graphs

https://arxiv.org/abs/1710.10903
https://arxiv.org/abs/2106.06218


➔ Open Domain Datasets:
◆ PersonaChat: 160,000+ conversational exchanges on diverse topics
◆ DailyDialog: 13,000+ dialogues spanning life events and interests

➔ Closed Domain Datasets:
◆ MultiWOZ 2.2: 10,000+ dialogues across 7 domains like hotels and 

restaurants
◆ FoCus: 14,000+ dialogues centered on geographical landmarks
◆ Taskmaster: 13,000+ dialogues across 6 domains, including written and 

spoken interactions

Datasets
An Overview of Open and Closed Domain Data Employed for Evaluation



➔ Metrics (the accuracy of predicting the intention of the next utterance):
◆ Recall@k: k ∊ {1, 3, 5, 10}
◆ MAR (Mean Average Recall):

● The average value of Recall@k for k ∊ {1, 3, 5, 10}
◆ Separate metrics for different dialogue roles

➔ To ensure result stability, each approach was trained on three different sets of 
clusters, and the metrics were then averaged

➔ Each approach was run on three configurations of cluster numbers: 
◆ [200, 30], [400, 60], [800, 120]

➔ The choice of the number of clusters depends on the unique characteristics of 
each dataset and the specific requirements of the task

Experiment Setup
Details of Experiment Design and Metric Descriptions



➔ Employing a two-stage clustering approach outperforms single-stage 
clustering for next-intention prediction tasks

One-Stage vs Two-Stage Clustering
Comparing Approaches for Constructing Dialogue Graph Nodes



Metrics: Sentence Encoder Selection
Comparison of Different Sentence Encoders for Dialogue Graph Node Construction



Metrics: Closed Domain Datasets
Results of Evaluation of Approaches on Closed Domain Datasets



Metrics: Open Domain Datasets
Results of Evaluation of Approaches on Open Domain Datasets



➔ If an approach performed best within the confidence interval within a 
specific configuration and dataset, it was assigned a score of 1

Metrics: Comparative Table
Assessing Proposed Approaches: Comparative Evaluation Across Diverse Metrics and Datasets



The following results were obtained on the proposed methods and datasets:

➔ Closed Domain Datasets
◆ Graph-based approaches showed superior performance

➔ Open Domain Datasets
◆ Graph-based approaches were not outperforming gradient boosting 

techniques
◆ Open-domain datasets have a weakly regular structure

➔ Asymmetry in Dialogue Roles
◆ A significant distinction between user and dialog system metrics was 

observed

Results and Discussion
Interpreting Findings: Insights and Analysis



➔ Language Focus
◆ Experiments primarily centered on English dialogue datasets

➔ Participant Pool Size
◆ The datasets involved a relatively small number of participants

➔ Traditional Dialogue Emphasis
◆ The study was focused on conventional dialogues, excluding non-standard 

formats like social media conversations    
➔ Clustering Impact

◆ The study was conducted on fixed numbers of clusters
➔ Sentence Encoder Selection

◆ Dialogue encoders like DSE were not considered

Limitations
Study Limitations: Exploring Boundaries and Methodological Constraints



Thank you for your attention!


