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Absolute: (margin(a, b) = a )

Relative: (margin(a, b) = a−b )

Ratio (margin(a, b) = a / b )

At the sentence level: based on boundary similarity calculation method, considering the semantic centroid shift, 
selecting the most appropriate sentence by finding the average of k similar sentences to the similar sentence.
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While designing sentence-level prompts based on sentence-level similarity, we also considered incorporating word-
level prompts.
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We tested the robustness of large language models in performing translation tasks on sample pairs under different 
similarity conditions. One clear conclusion is that under relatively high similarity, there is no significant difference in 
the translation abilities of different methods. However, when the similarity is low, our method demonstrates greater 
stability.
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We tested the impact of selecting different k samples for similarity calculation, and concluded that introducing a large 
number of sentences will lead to the impact of irrelevant information and reduce the performance of translation.
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We further tested the impact of different selections of word-level information with different similarities on 
translation. It can be clearly concluded that noisy data significantly limits the translation of large models.
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