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Multi-hop Question Generation

: Generating questions that require complex reasoning by gathering related information scattered across 

multiple contexts.

Task Definition



1. End-to-end Question Generation

: The input documents and answers are encoded using Transformer-based encoders or Graph neural 

networks, and then the encoded representation is utilized to decode multi-hop questions[1,2,3].

2. Step-by-step Question Rewriting

: A one-hop question is generated by a question generation model, and then question rewriting model 

progressively increases the question complexity based on new input documents[4].
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End-to-end Question Rewriting: E2EQR

Given 𝑁 documents and a target answer, the goal is to generate a 𝑁-hop question along with a sequence of 

intermediate questions: 1-hop, … , (𝑁 − 1)-hop questions.



Document Arrangement & Bridge Entity Extraction

Methodology



End-to-end Question Rewriting

Methodology



End-to-end Question Rewriting

• E2EQR consists of accumulated masked self-attention (SA) and cross-attention (CA) blocks.

• The accumulated key and value matrices (𝐾!:# and 𝑉!:#) are used in these attention mechanism:

• The accumulated SA and CA allow the use of the information from the intermediate questions and

input elements of the prior steps, respectively.

Methodology



Adaptive Curriculum Learning

• The main complexity:

• Training examples grouped by the question complexity

: 

• The suppression ratio 𝜌 for the examples 

with higher complexity levels than 

• Loss weights for lower and higher complexity levels

: 𝛾$%& and 𝛾'()'

Methodology



Datasets

• MuSiQue[1]

• HotpotQA[2]

Metrics

• Automatic evaluation: BLEU4, METEOR, ROUGE-L

• Human evaluation: Fluency, Complexity, Answer Matching

Experiments
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Automatic Evaluation & Human Evaluation

Main Results



Multi-hop QA Data Augmentation

Analysis



Ablation Study

Analysis



Examples of generated questions

Analysis

E2EQR GPT-3.5-turbo



• The generation results of our model are explainable in terms of its reasoning process.

• End-to-end training, eliminating the requirement for labeling intermediate questions.

• The ability to generate complex questions aligned with target answers.

• The additional benefit of synthetic questions for training multi-hop QA models.

Conclusion
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