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Introduction

2

Figure 1: Examples of an expert annotated educational domain QA in Tigrinya (TIGQA) contexts are also a part of 
the dataset and answers are highlighted. The translation is in italic 

• MRC aims to create systems that answer 

questions based on their understanding of one or 

more given documents (Lai et al., 2017).

• Significant advances in MRC systems focus on high-

resource languages such as English.

• Most languages with limited resources remain 

untapped due to a lack of computational 

resources and annotated datasets (Tonja et al., 2023).

• We create the first expert annotated domain-specific 

dataset for Tigrinya , an east African languages  spoken 

by more than 10 m , in Ethiopia and Eretria  
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Cont...

• We investigate MRC datasets in other low-resource languages:

• Most works sourced their data from Wikipedia or translated from the 

SQuAD

• Such dataset creation affects the dataset quality for the following reasons:

1. There are few Wikipedia open-source contributors in low-resource languages 

like Tigrinya, and their relevance and authenticity can be uncertain.

2. Machine translations have quality issues, especially when the target 

language is low-resource like Tigrinya.

Both issues warrant further research:

3
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Contribution 

• Evaluation of machine translation (MT) models in dataset creation.

• Present the first expert annotated domain-specific dataset for 

Tigrinya.  

• In depth_analysis such as (statistical, comparative, length, 

size  and type).

• Evaluate human performance and the challenges in TIGQA.

• Finally, we experiment by training and fine-tuning transformer-based 

models

4



20.05.24 – 25.05.24 • TIGQA: An Expert-Annotated Question-Answering Dataset in Tigrinya • Hailay Kidu Teklehaymanot

Overall TIGQA Dataset Collection
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Cont...
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•Finally, we extracted 455 pages and 537 paragraphs from 122 diverse topics, 

including Climate, Social, culture, history, health, business, etc.

•We further module into TIGQA-E and TIGQA-H
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Cont...

7

This signifies that our dataset is 

exceptional and represents the 

first instance of subject matter 

experts’ annotation in the

low-resource language Tigrinya.
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Analyses

8

Vocabulary size is a higher portion in TIGQA-H than in TIGQA-E -> this indicates that TIGQA-H 

requires more reasoning-type questions based on difficulty at each grade level. 

1. Length, Size and Vocabulary 

analyze
2. Question Type Analyses

3. Reasoning Types 

Analyses
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Figure 2: Question type distribution in TIGQA dataset: grouped by 

interrogative words. The highlighted color implies the interrogative 

words in Tigrinya.

Note that: the expected answer types are beyond proper noun entities.

2. Question Type Analyses



20.05.24 – 25.05.24 • TIGQA: An Expert-Annotated Question-Answering Dataset in Tigrinya • Hailay Kidu Teklehaymanot

Cont...

• The dominant question types: What (እንታይ) and Why (ንምንታይ፤ ስለምንታይ)

– Collectively comprising 59.2% of all questions

• Answering the predominant questions what and why requires a profound comprehension of the 

rhetorical structure and nuanced descriptions.

• Responses to such questions typically involve entire clauses, rather than mere phrases embedded 

within a context.

10
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3. Reasoning Types Analyses

11

word matching is the most accessible type and is the most significant subset of our datasets (27.2%).



20.05.24 – 25.05.24 • TIGQA: An Expert-Annotated Question-Answering Dataset in Tigrinya • Hailay Kidu Teklehaymanot

MT Error analyses

• We evaluate auto and manual translations then categorize the errors.

Sample of 150 triplets extracted from SQuAD and 50 Tigrinya triplets manually created following 

the SQuAD  format from the student textbook.

• Goal: translate these pairs using three publicly available MT systems

12

Errors classified: Mistranslation, Omission, Untranslated
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Results: Tigrinya to English
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• Human Translation: Highland has extremely cold and frosty weather conditions.



20.05.24 – 25.05.24 • TIGQA: An Expert-Annotated Question-Answering Dataset in Tigrinya • Hailay Kidu Teklehaymanot

Experimental Settings and Evaluation

• Two evaluation metrics are used

1. Exact string match (EM)

2. F1 score,

Baseline Models:

• AfriBERTaBase (Ogueji et al., 2021a): Multilingual pretraining language model

• DrQA (Chen et al., 2017): A neural network-based QA model

• XLM-R (Conneau et al., 2020):  A state-of-the-art cross-lingual model

14



20.05.24 – 25.05.24 • TIGQA: An Expert-Annotated Question-Answering Dataset in Tigrinya • Hailay Kidu Teklehaymanot

Results

15

Result of Human and model performances on both Dev and Test sets of TIGQA dataset
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Discussion

• The comparative performance of our models is compared against human performance in both dev. 
and test sets.

• Among the neural network-based QA models, DrQA with BERT embeddings consistently achieves the 
highest performance of EM 52.10% and F1 score 60.03% in test set, followed by fast text embeddings, while 
ELMO and Word2Vec embeddings show comparatively lower performance across both sets.

• Transformer-based models, particularly XLM-R Large and XLM-R Base, outperformed other configurations 
on both sets, demonstrating the effectiveness of cross-lingual pretraining.

• Human performance significantly surpassed all model-based approaches, highlighting the complexity of QA 
tasks in Tigrinya.

• Our experment shows the potential of transformer-based models like XLM-R for Tigrinya QA,

  with XLM-R Large achieving the highest EM score of 66.56% and 84.34% on the test set.

• Fine-tuning multilingual models remains a promising approach for low-resource languages, but further 
research is needed to address specific linguistic challenges and improve performance.
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Cont...

• Regarding Exact Match (EM) and F1-core scores, XLM-R Large demonstrates significantly 

superior performance to the other models. Specifically, the model achieves an F1 score of 84.34% 

on the test set. However, its Exact Match accuracy is 66.56%, considerably lower than its F1 score.

• This suggests that while the model identifies relevant answers, it struggles to precisely match 

human responses, indicating need for improvement in aligning its outputs more closely with human 

performance benchmarks.

17
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Summary & Limitations

• We present TIGQA, the first domain specific expert annotated dataset for low resource language Tigrinya

• Evaluate the quality of Machine Translation for dataset creation in low resource settings

• Estimate human performance on the dataset

• We demonstrate that annotated dataset significantly impacts the  Machine reading comprehension and 
evaluation process

Limitations:

• TIGQA does not have adversarial questions to assess a model's ability to abstain

• The dataset can be further augmented to include adversarial examples and increase its size in the future.

• The dataset can be found at: https://github.com/hailaykidu/TigQA-Dataset

18

https://github.com/hailaykidu/TigQA-Dataset
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