Trustworthy Al
& Digital Transformation

TIGQA: An Expert-Annotated Question-
Answering Dataset in Tigrinya

Hailay Kidu Teklehaimanot, Dren Fazlija, Niloy Ganguly, Gourab K.Patro, Wolfgang Nejd|




Introduction

« MRC aims to create systems that answer
questions based on their understanding of one or
more given documents (Lai et al., 2017).

« Significant advances in MRC systems focus on high-
resource languages such as English.

« Most languages with limited resources remain
untapped due to a lack of computational

resources and annotated datasets (Tonja et al., 2023).

« We create the first expert annotated domain-specific

dataset for Tigrinya , an east African languages spoken

by more than 10 m, in Ethiopia and Eretria

Figure 1: Examples of an expert annotated educational domain QA in Tigrinya (TIGQA) contexts are also a part of
the dataset and answers are highlighted. The translation s in italic

QL3S

Topic: 12 ~¢C [Climate]
Paragraph:

104 ATC Al A& DML HokC 1Y Bl APC AR S AN Dbt A& han,

WAl "HAABAF® o8 1 hE A N4 ACC &1 Ao, L5 $A7 0L

Al QA EREAE 1% 1Tk 0 Bef] 0%3h, Ochd TAOA, D] |

€310 : 652000 L0 HA@F N H AL IO 2715 AHE $4C7 Allch L2

‘HOHehT be ok ACC AA2 = [Climate is a long-lasting weather of a particular area.
This is one way of describing a certain place. The climate is divided into

three categories: Highland, semi-highland, and lowland. Highland regions are
those located from 2,500-4,000m above sea level. This climate has extremely

cold and frosty weather conditions.]

Ql. i APC AN h7LL £ Rd.A: [How much is climate divided into?] AL. (a0 [three]
Q2.AHE £4.C%F ADAE HOHAT Do ACC HAL W78 1A

[What is called the extremely cold and frosty weather condition?] A2.£°-% [Highland]
Q3.£19 Wk 022k he(l 05ch, Ochd PAOA N7LE T8 H @7 (14T AAR T
[How high are the altitudes above sea level in the Highland regions?]

A3.h-n €35 0:5,:000 [from 2,500-4,000m]

Q4. e T AL DN, el HIAOAT® a0 G £ hE APGTE AR

[Which one is the one way used to describe a certain place?] A&. 112 ~9C [Climate]
Q5.904 APC A%-£ AR [what is climate?]

AS.714 APC Al AL WL Hao-EC HHY [kl APC ARE

[a long-lasting weather of a particular area]
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* We investigate MRC datasets in other low-resource languages:

 Most works sourced their data from Wikipedia or translated from the
SQuAD

* Such dataset creation affects the dataset quality for the following reasons:
1. There are few Wikipedia open-source contributors in low-resource languages

like Tigrinya, and their relevance and authenticity can be uncertain.

2. Machine translations have quality issues, especially when the target
language is low-resource like Tigrinya.

Both issues warrant further research:

[ ]
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Contribution

 Evaluation of machine translation (MT) models in dataset creation.

 Present the first expert annotated domain-specific dataset for
Tigrinya.

- In depth_analysis such as (statistical, comparative, length,
size and type).

 Evaluate human performance and the challenges in TIGQA.

 Finally, we experiment by training and fine-tuning transformer-based
models

[ ]
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Overall TIGQA Dataset Collection
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Figure 1: The overview process of creatingTIGQA dataset
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e Finally, we extracted 485 pages and 537 paragraphs from 122 diverse topics,
including Climate, Social, culture, history, health, business, etc.

e We further module into TIGQA-E and TIGQA-H

TicQA-E TicQA-H TicQA
Train | Dev | Test | Train | Dev | Test | Train | Dev | Test
No. Pages 200 | 15 | 15 | 204 | 25 | 25 | 404 | 40 | 40
No. Paragraphs | 203 | 40 | 40 | 204 | 25 | 25 | 407 | 65 | 65
No. Topics 49 10 | 10 31 11 11 80 | 21 | 21
No. Questions | 1215 | 100 | 100 | 1070 | 100 | 100 | 2285 | 200 | 200

Table 1: TiIcQA dataset statistics

®
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Dataset Language Span- Professionally | Sourced from Suited for Educa-
based Annotated Student Books | tional Domain

TiQyAD Tigrinya X - . B . . . .
(Gacl)m et al., 2023) This signifies that our dataset is
AmMQA .
(Abedissa et al., 2023)| Amharic X i i i exceptional and represents the
TG AD first instance of subject matter

-ViQu : ) ) ) , '
(Nguyen et al., 2020) Viemamees . experts’ annotation in the
JaQuAD Japanese X ] i ] low-resource language Tigrinya.
(So et al., 2022)
ParSQuAD _
(Abadani et al., 2021) | Persian X - - _
Czech SQUAD Czech X . ; :
(Mackova, 2022)
IDK-MRC Indonesian X - . -
(Putri and Oh, 2022)
TicQA (Our dataset) | Tigrinya X X X X

Table 6: Comparison of TIGQA with existing low-resource MR/QA datasets. Our dataset is unique be-
cause it is fully annotated by experts, which is suited for educational domains and contextually and
culturally relevant to the local use cases; others use Wikipedia and news articles as sources and employ
crowd workers.
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Analyses
1. Length, Size and Vocabulary

analyze
Dataset TIGQA-E | TicQA-H | TicQA
#Paragraph 234 346 334
Len
#Question Len | 10.0 14.4 12.6
#Answer Len 3.1 5.3 5.0
# Vocab Size 14600 17601 32,201

Table 2: Statistics of TIGQA where Len denotes
length and Vocab denotes Vocabulary TIcQA

2. Question Type Analyses

3. Reasoning Types
Analyses

Vocabulary size is a higher portion in TIGQA-H than in TIGQA-E -> this indicates that TIGQA-H
requires more reasoning-type questions based on difficulty at each grade level.

QL3S
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2. Question Type Analyses

; _ Figure 2: Question type distribution in TIGQA dataset: grouped by
What  |[A%2e 28.2% A & BN Ho-EC P BN APC 2722 AR{what do we call interrogative words. The highlighted colorimplies the interrogative
the long-lasting weather of a particular area?) . « o
words in Tigrinya.
4 e T 1 H 1148 777752 +I°UCtE heCd LAR[Why did Distribution of TIGQA Question Types
Why NAZ°752 16.4% Tesfay want to quit school?]
AI°° %0 el AN 5N AN Tiow £ LaphAASGE 251
How he g th722 | 14.6% [How is tuberculosis transmitted from person to person?]
ANe T2 WI°T A=P°Th RR A2 AN mi[Where was 201
Where |igneihnge 11.9% the 2020 World Olympics held?] g
APSL AN AR 1 TCh &2 £I°¢T HU £ 1
Which |Aeqe IAeyet |10.1% Which animal gives the park a special brightness] &
o
G 24 +I°UCE (L CAN aoP°UC o077 19N iWho 10 1
Who ao’y 9.4% is the principal of the school ?]
When awYHiaowAH |6.7% Az 4G @90 A% HEI°CE[ When does the test start?] 51
a0 3 1INt A-(lH. (ao-7 he(l HINCT® OI°T° 0%t
‘Ht @Ok T40)i [Name some of the agreements the 0 . . .
other TN 2.7% government made this week?] Q@%’ & &

Question Type

Note that: the expected answer types are beyond proper noun entities.

[ ]
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Cont...

* The dominant question types: What (1773¢) and Why (79°732: 0A9°732)
— Collectively comprising 59.2% of all questions

* Answering the predominant questions what and why requires a profound comprehension of the
rhetorical structure and nuanced descriptions.

» Responses to such questions typically involve entire clauses, rather than mere phrases embedded
within a context.

[ ]
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3. Reasoning Types Analyses

Reasoning type  Examples Frequency Frequency of Different Reasoning Types

Q: A &av- A2 AP 13 N PP V4.9 [Where did the cat
chase the mouse?]
C: A &av b APP (1°1C At ECA7T AarLo s [The cat
Word Matching  chased the mouse across the garden.] 27.2%

21

26 A

Q:79L (] 777 £ avF AR Hé-Achi [What temperature does

water boil at?]

C: 998 A1 100 47124 L3 E168 Ld.ah% [Water boils at 100
Paraphrasing degrees Celsius. | 26.6%

25 A

24 -

Frequency (%)

Q:¢4/0 h722 ATA 4452 Ah=i{How many apples does John
have left?]
Single-Sentence  C: ¢4/90 chaw-Tit ATA AAL 2 3¢ ha-- U0 [John has five

Reasoning apples. He gives two to Sarah.] 24.3% e

Q.2TL AYFE VL5 N7CT AR HNTFTTPCE ANEh AR 227
HAT oo 2i[What sport does Tommy enjoy, and where does T T T v

he practice it?] C.:9 hot A%12 Lot ARE Al NTCIHE Match'mg rasing R ning ning
easoO Rpeaso
Multi-Sentence  hark 301931 AN AF°I° 23 AhAR 2330 FNT Phas = [What word Sing\e-Sente“ce Mu\t'\-Sente“ce

Reasoning sport does Tommy enjoy, and where does he practice it?]  21.9%

paraph

Reasoning Type in TIGQA dataset

word matching is the most accessible type and is the most significant subset of our datasets (27.2%).

®
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MT Error analyses

* We evaluate auto and manual translations then categorize the errors.

Sample of 150 triplets extracted from SQUAD and 50 Tigrinya triplets manually created following
the SQUAD format from the student textbook.

» Goal: translate these pairs using three publicly available MT systems

Errors classified: Mistranslation, Omission, Untranslated

[ ]
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Results: Tigrinya to English

 Human Translation: Highland has extremely cold and frosty weather conditions.

LE

= Go g'E Translate 553 i Tigrinya v &  English
ect language Tigrinya English P v < English Tigrinya Ambharic % LG NN £ECT AL HOHAT DT ACC AR
LY A'HE $2-C7 ANh LI X Degua has a very hot and
HOANAZ 73T APC AAP.® sunny climate.
- o
40/5,000 O 49 l—D 5 It's a very cold and cold weather.
Lesan Services  About  Login
Translate from Tigrinya ~ Translate to Englishv
LSRG NHE £4.C7 AL 2 HITHAY hey 4 APC AR Dogua is very cold and frosty weather.
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Experimental Settings and Evaluation

« Two evaluation metrics are used

1. Exact string match (EM)
2. Flscore,

Baseline Models:

« AfriBERTaBase (Ogueji et al., 2021a): Multilingual pretraining language model
 DrQA (Chen et al.,, 2017): Aneural network-based QA model
« XLM-R (Conneau et al., 2020): A state-of-the-art cross-lingual model

®
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Results

Sl P Hommmmmemo e Hommmmmem e Foommmmm e + EM and F1 Scores for Different Models (Development and Test Sets)
| Model | EM (Dev) | F1 (Dev) | EM (Test) | F1 (Test) |
B T Tl ey ety ey el ET{{[E}EE;]
| DrQA + BERT | 46.71 | 56.08 | 52.1 | 66.03 | I <t)
S S $eccacscncnaa $eccacccncncaa - + 80 - F1 (Test)
| DrQA + ELMO | 34.52 | 36.06 | 38.45 | 40.01 |
fecsccanccccananaa R - $eccncacnanaaa tececcnncncans +
| DrQA + fastText | 37.73 | 51.03 | 42.38 | 58.08 | 60 -
decccccccacacaanax beccnanananaa deccacacnanan e fecccacncaaaas + @
| DrQA + Word2vec | 25.71 | 48.0 | 30.82 | 52.08 | lﬁ
fecsccanccccananaa R - $eccncacnanaaa tececcnncncans + a0 4
| AfriBERTaBase | 36.04 | 52.08 | 47.43 | 60.62 |
fecsccanccccananaa R - $eccncacnanaaa tececcnncncans +
| XLM-R Large | *¥%¥50,@4%* | *%70.20%* | **66.56%* | **84.34%* | o
decccccccacacaanax beccnanananaa deccacacnanan e fecccacncaaaas +
| XLM-R Base | 46.26 | 56.81 | 46.28 | 68.12 |
decacccncaccananaa R - deccacacnanaaa T +
| Human | *#*87.16%* | *¥*86.20%*F | *¥02.24%* | *¥04 43*x | 0
fecsccanccccananaa R - $eccncacnanaaa tececcnncncans + 0@"“?
-..;:I\
Q‘L

Finetuned models

Result of Human and model performances on both Dev and Test sets of TIGQA dataset

®
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Discussion

3

The comparative performance of our models is compared against human performance in both dev.
and test sets.

Among the neural network-based QA models, DrQA with BERT embeddings consistently achieves the
highest performance of EM 52.10% and F1 score 60.03% in test set, followed by fast text embeddings, while
ELMO and Word2Vec embeddings show comparatively lower performance across both sets.

Transformer-based models, particularly XLM-R Large and XLM-R Base, outperformed other configurations
on both sets, demonstrating the effectiveness of cross-lingual pretraining.

Human performance significantly surpassed all model-based approaches, highlighting the complexity of QA
tasks in Tigrinya.

Our experment shows the potential of transformer-based models like XLM-R for Tigrinya QA,
with XLM-R Large achieving the highest EM score of 66.56% and 84.34% on the test set.

Fine-tuning multilingual models remains a promising approach for low-resource languages, but further
research is needed to address specific linguistic challenges and improve performance.
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Cont...

 Regarding Exact Match (EM) and F1-core scores, XLM-R Large demonstrates significantly
superior performance to the other models. Specifically, the model achieves an F1 score of 84.34%
on the test set. However, its Exact Match accuracy Is 66.56%, considerably lower than its F1 score.

* This suggests that while the model identifies relevant answers, it struggles to precisely match
human responses, indicating need for improvement in aligning its outputs more closely with human
performance benchmarks.

[ ]
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Summary & Limitations

« We present TIGQA, the first domain specific expert annotated dataset for low resource language Tigrinya

 Evaluate the quality of Machine Translation for dataset creation in low resource settings

 Estimate human performance on the dataset

« We demonstrate that annotated dataset significantly impacts the Machine reading comprehension and
evaluation process

Limitations:
* TIGQA does not have adversarial questions to assess a model's ability to abstain

« The dataset can be further augmented to include adversarial examples and increase its size in the future.

» The dataset can be found at: https://github.com/hailaykidu/TigQA-Dataset

®
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https://github.com/hailaykidu/TigQA-Dataset
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