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Introduction

Autoregressive Model Non-Autoregressive 
Model

• Generate tokens one-by-one

• High latency

• Generate tokens in parallel

• Low latency



Introduction

Existing Non-autoregressive (NAR) Models in image captioning:

Learn the marginal distributions, 
but lose word dependencies

• Based on Maximum Likelihood Estimation (MLE)

Multi-modality problem: Mixing 
words in different candidates.

Difficulties in the alignment 
between images and text

Exacerbating

Greater errors in the learned 
marginal distributions.



Introduction

Generative Adversarial Networks (GANs):

GANs

One single forward pass

Exactly meets the needs of NAR models

same
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Generative Adversarial Networks (GANs):

• Incapacity in building complicated mapping relations between images and text.

Modify the discriminator structure

Better make use of unpaired samples

Integrate the reconstruction process

Better utilize paired samples



Introduction
Contributions

• Considering the limitations of MLE-based NAR image captioning models, we 
propose a GAN-based NAR model—CaptionANT. We redesign the model 
structure and incorporate contrastive learning in CaptionANT. It can 
effectively make use of unpaired samples to model complicated relations 
between images and text. To the best of our knowledge, CaptionANT is the first 
GAN-based NAR model in image captioning.

• We further propose to incorporate a reconstruction process into the training stage 
of language GANs. It can further improve model performance by better utilizing 
paired samples. For the ambiguous reconstruction targets led by the one-to-many 
mapping relations, we propose to integrate part of target information into the input 
so to have clear reconstruction targets.

• By further combining with other effective techniques (like feature ensemble and 
the truncation trick) and our proposed lightweight structure, CaptionANT 
achieves new state-of-the-art performance for fully NAR models with lower 
parameter number and faster speed.
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Model
Mapper

• The mapper needs to map words into representations.

• A certain number of words in a sentence are randomly masked or replaced, and the 
mapper is trained to reconstruct the original input.

• After obtaining the mean and standard deviation for each word, the mapper first adopts 
reparameterization trick to obtain hidden representations:

• Use the following training objective:
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Model
Discriminator

• One key challenge in building the discriminator is how to incorporate conditions into the model.

• Previous work feeds the condition representation as input. It can only consider one pair of 
mismatched samples at a time.

• Map input text to the same space as the condition representation, so it can measure the 
correlation between the two by calculating dot product.



Model
Discriminator

Adversarial loss

Contrastive constraint
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Model
Generator

• Feature ensemble

• Light Position-Aware Self-Modulation



Model
Generator

• Reconstruction Constraint



Model
Generator

• Training Objective

Adversarial loss

Contrastive constraint Reconstruction constraint
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Experimental results

• Struct. A: uses image representations as additional 
input of the discriminator

• Struct. B: the structure adopted in CaptionANT

• SM: Self-Modulation

• PASM: Position-Aware Self-Modulation (#Param.: 27M)

• Light PASM: Light Position-Aware Self-Modulation 
(#Param.: 18.2M)
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Case Study
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Conclusion

• To tackle the inherent multi-modality problem in MLE-based NAR models, we propose a GAN-based 
NAR model: CaptionANT.

• We first modify the discriminator structure to enable the use of contrastive learning, so the model can 
effectively make use of unpaired samples.

• Then, we integrate a reconstruction process into the training to better utilize paired samples.

• By further combining with other effective techniques and our proposed lightweight structure, 
CaptionANT achieves new state-of-the-art performance for fully NAR models on the MSCOCO 
dataset with 36.3% parameters of the existing best fully NAR model and 26.72× speedup compared 
with the AR baseline.
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