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Background

Semantic role labeling (SRL): identifying the semantic role label for each
constituent related to a particular target verb in a parse, and revealing
the predicate-argument structure of the sentence (Gildea and Jurafsky,
2002; Palmer et al., 2010)

Oftentimes as a sequence labeling task
Existing datasets, such as CoNLL-2004 shared task for semantic role
labeling (Carreras and Màrquez, 2004)

Use of existing non-SRL resources for SRL tasks
Proposition bank (PropBank) (Palmer et al., 2005), for multiple
languages, (Akbik et al., 2015)
FrameNet (Baker et al., 1998; Ruppenhofer et al., 2010) for Swedish
(Johansson and Nugues, 2006)
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Motivation

Research on utilizing existing resources in Korean for SRL tasks is still
lacking

Especially those that take into account the linguistic features of the
Korean language

Despite all kinds of linguistic debates on the nature of arguments and
modifiers and the semantic roles concerned, how they should be defined
for SRL remains unclear

Categorial Grammar (CG) (Ajdukiewicz, 1935; Bar-Hillel, 1953)
considers a binary distinction: complements (obligatory elements that
complete the meaning of their head) and adjuncts (optional elements that
modify the head’s meaning) (Dowty, 2003)
Principles and Parameters (P&P) (Chomsky, 1986, p.150-151) and
Head-driven Phrase Structure Grammar (HPSG) (Pollard and Sag, 1994)
consider a three-way distinction: specifiers, adjuncts, and complements
(Carnie, 2002; Sag et al., 2003)
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Linguistic Properties of Korean

Word order: subject-object-verb (SOV)
Korean postpositions

Korean postpositions are suffixes that follow the stem of the word
In terms of the postpositions for nominal words and phrases, they
oftentimes indicate the case

An example, where the postposition -ga specifies the subject being the
cat, whereas the postposition -leul specifies the object being the mouse
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Arguments in Korean

We adopt a simplified yet consistent definition of arguments for Korean
that is mainly based on Categorial Grammar

Arguments of a predicate in Korean are syntactically mandatory and
semantically necessary for both the sentence structure and the meaning
of the sentence to be completed.
The arguments need to bear the case, both implicitly and explicitly, in
Korean.
Such arguments should be captured and specified in the
subcategorization frame of the predicate.
All other constituents that are not part of the mandatory elements of the
predicate are considered modifiers, and the modifiers do not appear in
the subcategorization frame.
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Existing Korean SRL Data

The SRL dataset converted from the Korean PropBank (Lee et al., 2015)
Issues: argument segments are limited to single words, whereas
arguments in Korean can be constituents that consist of more than one
word (i.e., eojeols)

The NIKL SRL dataset constructed by the National Institute of Korean
Language

Issues: annotations only cover the lexical morphemes of the argument
without postposition (the functional morpheme that carries the case) as
part of the argument
It is not uncommon for arguments to contain explicitly marked
morphological cases as affixes in natural languages. For instance, Latin
nouns and noun phrases bear morphological cases through which abstract
Cases are realized (Lacabrese, 1998)
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Dataset Creation

We utilize example sentences from the Sejong verb dictionary, which is
part of the Sejong corpus organized by the National Institute of Korean
Language (https://korean.go.kr)

The data is converted into a CoNLL-style SRL dataset, with a method
automatically assigning labels to tokens for targets and arguments
Format of the Sejong verb dictionary

For every verbal lexeme, a separate entry is created
Such entries consist of the syntactic and semantic information of the
verbs for each of the senses included
The possible subcategorization frames and semantic roles of the
arguments are provided, along with example sentences
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Format of the Sejong Verb Dictionary

Figure 1: Example of the lexeme 부치다 (buchida) in the Sejong dictionary whose
sense is ‘be beyond (one’s capacity)’.
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Conversion

Preparations
A set of syntactic and semantic information from the Sejong dictionary is
extracted, including orthography (orth), subcategorization frame
(frame), and semantic roles (sel_rst)

Morphological analysis
Example sentences in the Sejong dictionary are tokenized and tagged
with their parts of speech using the morpheme-level tagger and converted
to word-level

Dependency parsing
The part-of-speech tagged sentences are fed to Stanza (Qi et al., 2020) to
obtain dependency relations
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Conversion

Chunking
The target verb of a sentence is first extracted, which defines the
stopping point of the chunking process
Chunking is performed on the segment ahead of the target verb, and it
relies on the language-specific parts-of-speech (XPOS) to define the
boundaries of the chunks
A subsegment is extracted as a chunk when during the iteration of the
tokens, the final token ends with a postposition as suggested by XPOS

Chunk-frame alignment
Pairing the suggested arguments in the frame with the extracted chunks
by iterating the chunks and annotating each of the frame arguments to
the chunk that bears the same postposition
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Converted CoNLL-style Data

# text = 그 일은 네 힘에 부친다.
# target = 부치다
# frame = X=N0-이 Y=N1-에|에게 V
# arg=“X” tht=“THM”, (일)|인간
# arg=“Y” tht=“CRT”, 인간|(힘|능력)
1 그 그 DET MM 2 det B-ARG0
2 일은 일+은 NOUN NNG+JX 5 dislocated I-ARG0
3 네 네 DET MM 4 nummod B-ARG1
4 힘에 힘+에 NOUN NNG+JKB 5 obl I-ARG1
5 부친다 부치+는다 VERB VV+EF 0 root TARGET
6 . . PUNCT SF 5 punct O

Figure 2: Converted CoNLL-style instance of an example sentence in Figure 1: geu
il-eun ne him-e buchi-n-da. (‘The task is beyond your strength.’), under the BIO
annotation scheme.
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Exceptions

Null postposition
The case of a noun in Korean can be sometimes phonologically covert,
which results in null postpositions on the surface form
An argument bearing the null postposition cannot be properly chunked
since the chunking method relies on the postpositions to be the
boundaries

The 도 (do) postposition
Korean possesses an auxiliary postposition, namely 도 (do, ‘as well’,
JX=auxiliary postposition), which occupies the position of any overt case
marker
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Experiments

Data: we select a subset of the converted CoNLL-style dataset (20,437
sentences)

Model: KoELECTRA-Base-v3 discriminator model

Task: SRL as sequence labeling, in that given the target verb (TARGET),
the model detects the arguments of the target (ARGn)
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Results

The evaluation strategy is adopted from SemEval’13 (Jurgens and
Klapaftis, 2013)

Precision Recall F1

0.946 ± 0.003 0.971 ± 0.002 0.954 ± 0.003

Table 1: Cross-validation results (mean ± standard deviation) of exact matches on
test set.
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Conclusion

We describe the preferred annotation approach for Korean SRL based on
the linguistic features of Korean and previous linguistic research on the
nature of the predicate-argument structure

We revisit and revise the notion of ‘argument’ for Korean SRL, hoping to
address potential confusion in the NLP community

We further propose an effective method for the conversion from the
Sejong verb dictionary to a CoNLL-style SRL dataset

Experiment results suggest that our converted SRL dataset is trainable
and reliable
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