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Our paper details the process of developing the first native large generative 
language model for the North Germanic languages, GPT-SW3.

We cover all parts of the development process, from data collection and 
processing, training configuration and instruction fine-tuning, to evaluation, 
applications, and considerations for release strategies. 

We discuss pros and cons of developing large language models for smaller 
languages and in relatively peripheral regions of the globe, and we hope that this 
paper can serve as a guide and reference for other researchers that undertake the 
development of large generative models for smaller languages.
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Introduction

There is a growing interest in building and applying Large Language Models 
(LLMs) for languages other than English.

This interest has been fuelled partly by the unprecedented popularity of ChatGPT 
that has propelled LLMs to the forefront of general awareness, and partly by the 
rapid commoditization of frameworks and infrastructure for training LLMs, which 
has drastically lowered the threshold for researchers to train and utilize LLMs.

However, even with the existence of accessible frameworks such as Hugging 
Face Transformers and commoditized compute infrastructure either through cloud 
or various national (and international) supercomputer initiatives, there are 
significant challenges to develop LLMs for smaller languages. 
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Introduction

The perhaps most obvious challenge is access to sufficient amounts of diverse, high-quality data. 
Apart from the basic question whether sufficient amounts of data at all exists for a smaller 
language, there may be additional complicating issues related to compliance with regulatory 
frameworks such as GDPR, the EU AI Act, and questions pertaining to copyright. We describe 
our data collection efforts in Section 3 (and in a separate paper, Öhman et al. (2023)). 

Another challenge for prospective developers of LLMs is access to sufficient amounts of 
compute. Some countries have national compute infrastructure devoted to researchers, but such 
infrastructure may have limited GPU-resources, and access is typically regulated via specific 
allocation tiers, which may not be suitable for large-scale projects such as LLM training. On the 
other hand, cloud providers are typically always an option, but can be prohibitively costly. 
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Introduction

We have faced all of these challenges in our work on developing the first native LLM for the 
Scandinavian (or, more accurately, North Germanic) languages.

The LLM, which we call GPT-SW3, is a continuation of our previous Swedish-only model (Ekgren 
et al., 2022a).

GPT-SW3 is a collection of large decoder-only pretrained Transformer language models trained 
with a causal language modeling objective on a dataset containing approximately 320B tokens in 
Swedish, Norwegian, Danish, Icelandic, and English, as well as a set of 4 programming 
languages (Python, JavaScript, SQL and Shell script). 

The suite of models ranges from 126M to 40B parameters, and instruction-tuned versions are 
also available for some of these models. This paper details the entire development process, from 
data collection and processing, training configuration and instruction-tuning, to evaluation and 
considerations for model release. 
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Data

The arguably most challenging aspect of building an LLM for a (set of) smaller languages 
is finding sufficient amounts of text data with sufficient quality and variety. Since there are 
no readily available large data collections for LLM pretraining in the North Germanic 
languages, we compiled our own training data, which we call The Nordic Pile (Öhman et 
al., 2023). 

Our training data consists of text data collected from various open general data sources, 
such as MC4, OSCAR, OPUS, Wikipedia and parts of The Pile, as well as 
language-specific corpora such as the Norwegian Colossal Corpus, the Danish and 
Icelandic Gigaword corpora, and various data repositories, websites and discussion 
forums in Swedish. We also include a set of four different programming languages from 
the CodeParrot collection (Python, JavaScript, SQL and Shell script).
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Data

We performed several steps of data processing on the collected data, including 
normalization, quality filtering and deduplication (both exact and fuzzy). The 
normalization takes care of non printing characters, and normalizes whitespace 
and Unicode characters. The quality filtering ap plies a set of heuristics inspired by 
Gopher and ROOTS (Rae et al., 2021; Laurençon et al., 2022), and the fuzzy 
deduplication utilizes MinHash LSH (Broder, 1997). Our training data, processing 
steps, and arguments for selection and filtering of sources is described in more 
detail in a separate publication (Öhman et al., 2023).
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Data

We weight the different languages and categories (cf. Table 2) in such a way that 
the composition of the training data changes, while its total size stays the same. 
Note that this implies that some data are used multiple times while other data are 
discarded. More details can be found in App. A. After weighting, we end up with 
the following distribution of data in terms of languages: 

- Swedish: 35.3% 
- English: 23.4% 
- Norwegian: 17.3% 
- Danish: 14.8% 
- Icelandic: 2.7% 
- Code: 6.5% 
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Tokenizer

We employed the SentencePiece library to train a Byte-Pair Encoding tokenizer on 
a representative 1% sample of the model training data. The tokenizer has a 
vocabulary size of 64,000. Our reason for using a slightly larger vocabulary size 
compared to other LLMs (e.g. GPT-3, OPT, and GPT-NeoX have a vocabulary 
size of 50k tokens, while LLaMA only uses 32k tokens in the vocabulary) is that we 
want to improve the performance of the smaller languages included in our data, 
such as Icelandic.
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Tokenizer

Our tokenizer works without explicit pre-tokenization. However, it splits digits and 
uses Sentence Piece’s dummy prefix and the byte fallback feature. We also added 
repeated whitespace tokens (Black et al., 2022b) and special code tokens like 
<|python|> to the tokenizer’s vocabulary, in order to improve the way code data is 
handled. Note that the special code tokens are present in the code data as well. 
We describe the tokenizer’s features, training and evaluation in more detail in a 
separate paper (Stollenwerk, 2023). 

After tokenization, our training data consists of around 320B tokens. 
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Training

We trained our models on 160 40GB A100 GPUs using the Nemo Megatron 
framework (Narayanan et al., 2021). We trained models of increasing size, starting 
out with the smaller models. This strategy was employed to identify problems with 
the pretraining procedure early on, before training the larger models.

All models have the same vocabulary size (64,000) and sequence length (2,048). 
The feed-forward dimension is always four times the embedding dimension. The 
models were trained using packing, meaning that each sample in a batch can 
consist of multiple documents delimited by end-of-text-tokens. We did not use 
attention-masking between documents.
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Training

The learning rate schedule we employed is a function of the amount of data, as 
visualized in Figure 1. It is the same for all model sizes apart from a global factor, the 
maximum learning rate listed in Table 3. The training process starts with a short warm-up 
period that amounts to 0.5B tokens, during which the learning rate is increased from 0 to 
its maximum. Afterwards, we use a cosine decay to the minimum learning rate ( 1/10 of 
the maximum learning rate) for another 319.3B tokens. Finally, training is continued at a 
constant learning rate until up to 372.2B tokens are reached. 

The validation loss during training can be seen in Figure 2. As expected, the larger 
models reach lower validation loss, and largely follow the expected scaling behavior (see 
Appendix B for more details). Contrary to some other works (Zhang et al., 2022), we did 
not experience any divergence during training, but we did observe the occasional 
gradient spike (with no catastrophic long-term effect). 
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Evaluation

Since we currently lack suitable evaluation benchmarks for generative language 
models in the North Germanic languages, we use language modeling perplexity 
on a set of held-out data to compare our models. We use character length 
normalization (Cotterell et al., 2018; Mielke, 2019) rather than token length for 
calculating perplexity formula, since token length favours tokenizers that use more 
tokens per sentence.
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Conclusion

This paper has detailed the development process for our family of North Germanic 
LLMs. It is at this point a perfectly reasonable question to ask why we at all should 
build a native LLM for a set of small languages with limited resources when the 
dominant LLMs of large corporations already can handle these languages in a 
reasonable (and often even superior) way. We have several answers to this 
question.
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Conclusion

We believe that there is a desire and need for cultural and linguistic 
representativeness by informed choices and processing of data sources, 
transparency in all design choices and throughout the entire development process, 
democratizing access to natively built LLMs by open or hosted release, and open 
validation of model capacities as well as utilization of existing national compute 
infrastructure. Perhaps most importantly, the main goal of the GPT-SW3 initiative 
has been to give the Nordic research community full access to the weights of a 
native-language LLM, something that is not currently possible with other existing 
LLMs.
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Thank you for listening.
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