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‣ Multimodal Machine Translation (MMT) 
aims at improving translation quality by 
utilizing additional visual information

‣ For example, visual information can 
help to remove ambiguity 

Multimodal Machine Translation
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MMT Model

A medium sized child 
jumps off of a dusty bank

NMT Model

Ein Kind, das mittelgroß 
ist, springt von einem 

staubigen Erdwall.

Ein mittelgroßes Kind 
springt von einer 
staubigen Bank.



‣ Data scarcity 

‣ Need for visual information

‣ Text information is more important than 
visual information

Challenges
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In some cases, the incongruent image performs better

[Elliott, EMNLP 2018]

https://aclanthology.org/D18-1329.pdf


‣ Language Prior

‣  VQA: an example

‣ Q: ‘What sport is’  
A: ‘tennis’ (41%)

‣ Q: ‘How many’ 
A: ‘2’ (39%)

‣ Hypothesis

‣ Current MMT models rely on 
language prior and ignore the 
visual information

Challenges

4[Kervadec et al., CVPR 2021]

https://openaccess.thecvf.com/content/CVPR2021/papers/Kervadec_Roses_Are_Red_Violets_Are_Blue..._but_Should_VQA_Expect_CVPR_2021_paper.pdf


‣ Select sentences with ambiguous words

‣ Force MMT models to utilize visual information

Motivation
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A green gecko is seen on a palm.

English SentenceImage Possible Chinese Translations

在棕榈树上看到⼀只绿⾊壁虎。

在⼿掌上看到⼀只绿⾊壁虎。

Senses

A group of people on skis are 
being taped.

⼀群滑雪板上的⼈正在被录像。

⼀群滑雪板上的⼈正在被录⾳。



Dataset construction
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Word Extraction

WSD Datasets

P(s1 |T, w) = 0.55

P(s2 |T, w) = 0.45

:  
: 炉灶 (A kitchen appliance used for 

cooking food) 
: ⽕炉 (Any heating apparatus)

Senses(stove)
s1

s2

Word Sense Dictionary

:  
: 喷泉 (A structure from which an 

artificially produced jet of water arises) 
: 泉⽔ (A natural flow of ground water)

Senses( foutain)
s1

s2

:  
: 铁轨 (A pair of parallel rails providing a 

runway for wheels) 
: 跑道 (A course over which races are run)

Senses(track)
s1

s2

…

Source Data Selection Ambiguous Data Filtering Ambiguous Data Ranking

AmbigScore(T, w) = 0.9

P(s1 |T, w) = 0.6

P(s2 |T, w) = 0.4

P(s1 |T, w) = 0.7
P(s2 |T, w) = 0.3

Rank 1

Rank 2

Rank 3

BabelNet

AmbigScore(T, w) = 0.8

AmbigScore(T, w) = 0.6

Two cyclists pedal near a track

People are near a fountain

Two men at the stove

Two cyclists pedal near a track

Two men at the stove

People are near a fountain

A plane flying overhead

A couple eating at a cafe

A girl is picking from a tree

People are near a fountain

Two cyclists pedal near a track

Two men at the stove



‣ Diversity

‣ Ambiguity

Dataset statistics
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Detailed statistics of Multi30K, MSCTD, and 3AM 

Plot of the most common words that occur in the 
captions of Multi30K and 3AM, the words in the 3AM 

dataset are more evenly distributed. 



‣ Visualization

‣ The 3AM dataset encompasses a greater diversity of caption styles and a wider range of 
visual concepts

Dataset statistics

8UMAP of image embeddingsUMAP of text embeddings



‣ Datasets

‣ Multi30K

‣ MSCTD

‣ Multimodal sentiment 
chat translation dataset

Experiments

9[Liang et al., ACL 2022]

https://aclanthology.org/2022.acl-long.186/


‣ Baseline models

‣ Selective Attention

Experiments

10[Li et al., ACL 2022]

https://aclanthology.org/2022.acl-long.438/


‣ Baseline models

‣ VL-Bart, VL-T5

Experiments

11[Cho et al., ICML 2021]

http://proceedings.mlr.press/v139/cho21a/cho21a.pdf


‣ MMT models trained on 3AM 
outperform their text-only 
counterparts by a large margin

‣ While MMT model trained on 
other datasets perform close to 
or even worse than text-only 
models

‣ This result confirms our 
hypothesis that models trained 
on our dataset can better 
leverage visual information

Experiment
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Performance of MMT models on 3AM and other MMT datasets in terms of BLEU (B), BERT-

Score (BS), METEOR (M), and TER (T)  



‣ Visual Awareness

‣ The overall image awareness of a model  on dataset  can be defined as: 
 
 
where  is the source sentence,  is the target sentence,  is the congruent image,  is the 
incongruent image, and  is the image awareness of model M on a single instance:

‣

ℳ 𝒟

x y v v̄
aℳ( ⋅ )

Analysis

13BERT-Scores under Congruent (C) and Incongruent (I) settings, and the image awareness results.

Δ-Awareness  =
1

|𝒟 |

|𝒟|

∑
i

aℳ (xi, yi, vi, v̄i)

aℳ (xi, yi, vi, v̄i) = ε (xi, yi, vi) − ε (xi, yi, v̄i)



‣ Case Study

‣ Tape→ S1: 录像, S2: 录⾳

‣ MMT model (VL-T5) can correctly translate the ambiguous word

Analysis
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Source: A group of people on skis are being taped.

Target: ⼀群滑雪板上的⼈正在被录像。

T5: ⼀群踩着滑雪板的⼈正在被录⾳。

VL-T5: ⼀群滑雪板上的⼈正在被录制视频。

(record audio)

(record video)

(record video)



‣ Contributions

‣ Propose 3AM, a MMT dataset that is more challenging and contains a richer set of 
concepts 

‣ Evaluate SOTA MMT models and show that models that can leverage visual information 
outperform text-only models

‣ Limitations

‣ The challenge of data scarcity remains: the size of 3AM is only 26K

Conclusion
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Thank you
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