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PART  1
INTRODUCTION



Introduction

The general KGE method will obtain better performance by increasing the dimension of embedding.
 Not only the number of model parameters but also the cost of training time will greatly increase with the rise of the 
embedding dimension.

Knowledge distillation is proposed to apply to KGE.
However, existing offline and online distillation methods usually cannot avoid the problem of computational sources 
and run-in memory consumed by the complex teacher model.

To avoid the above problems, we plan to apply self-knowledge distillation (SKD) to KGE.
SKD uses the distillation from the latest batch to generate soft targets to guide the training in the current batch.
We use dynamic temperature distillation (DTD) to design dynamic sample-wise temperatures to compute soft targets.
Knowledge adjustment (KA) is used to fix the predictions of misjudged training samples.



PART  2
 METHODS



Self-Knowledge Distillation
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Dynamic Temperature Distillation
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The distillation temperature is too low → The model rarely focus on results that are much lower than the 
average.
The distillation temperature is too high → The model will confuse some similar categories with large probability.

A sample that easily confuses the model → Set the distillation temperature low
Easy to learn sample → Set the distillation temperature high



Dynamic Temperature Distillation
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A confusing sample → Increase �� → The distillation temperature ��&decrease
Easy to learn sample → Decrease �� → The distillation temperature �� increase

The maximum of logical vector&���� represents the model's confidence in the sample
The less confidence in sample → The more chaotic the sample → �� bigger
The more confidence in sample → The easier the sample is to learn → �� smaller



Knowledge Adjustment
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The SKDE module
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PART  3
EXPERIMENTS



Experimental result

In the same dimension, SKDE's model performance improved significantly compared to the baseline model under all evaluation indicators.
These results can prove the effectiveness and generalization ability of our SKDE.



Adding SKD, DTD and KA to the KGE does not change the number of parameters.
Reduced the dimension of entities and relations from 200 to 100.
The number of model parameters decreases with the decrease of vectorization 
dimension.

The performance of SKDE after lightweight



The performance of SKDE after lightweight

After the dimension of SKDE is reduced, the performance of lightweight model (SKDE_LW) is slightly decreased.
The performance of SKDE_LW can still outperform the baseline model.



（1）After removing DTD and KA, the performance of the model is 
still better than that of the baseline model, indicating that SKD 
alone can optimize the model performance.
（2）DTD or KA alone can improve the performance of the model, 
which shows that both can optimize the performance of the 
model.
（3）Removing DTD results in a significant performance drop, 
indicating that DTD play a more important role.
（4）Models perform best when using both DTD and KA.

Ablation Study



PART  4
CONCLUSION AND FUTURE WORK



Conclusion

We propose a method to apply SKD, KA and DTD to KGE, called SKDE.
Extensive experiments demonstrate the effectiveness and generalization ability of our SKDE.
We achieve a lightweight model while maintaining a good model performance.
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