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I Background

Speaker A I l Speaker B I
—

So, Casey, how are things going with the photos for the
press kit? [Neutral]

Yeah, [‘ve been meaning to talk to you about that. [ might
need to ask for an extension on that deadline. [Neutral]

You've had over a month to get this finalized! Why are
things delayed? [ Anger]

Well, the thing is, we ran into a lot of problems... [Sadness]

I'm not looking for excuses here. I just want to get this
finished on time! [Anger]

v v

A example from DailyDialog dataset
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I Motivation
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Emotion distributions in three benchmark datasets: MELD, DailyDialog and IEMOCAP

B LReC-COLINGA2024 N



Methodology: Overview

‘% Oh, you’re such a gentleman. Come on!
We’re going to my place!

Phoebe

———————————————————————————————————————— r
: Supervised contrastive learning : ,4: The context-aware prompt |
1
: : ,’ : I; = "Context: "®C; ®'Target: '@ s(u;) " "Dy :
P ST - - - ’__‘ 1 11 v 1
| Em%ti?t?i EL:%%?]ZI“W : > ® @ ¢ - : | ' Hard words Hard words @ {"soft": " "} @ {"mask"} !
I |
B C::i:::::::::::::::_I___::::T___:___:‘___| ,’ : == :
1! H H 1
[ L ] ;o Contextual information '
ppIng ,' : C; = “David: Hey! Oh, I was just about to leave. I-1-I-I didn‘t think you were coming. !
Generation probability T |' == T— - -T- s Yl i I : Phoebe: Oh, T wouldn’t miss this. David: Well, I'm very glad you’re here. :
distributions over the ® _‘ D - " | Phoebe: Oh, you‘re such a gentleman. Come on! We’re going to my place!” :
vocabulary T —A T T . T_ ! : s(u) @ ":" @ u; = “David: Well, ’'m ver)f'%lad you’re here.” \
P R . T 1 1
I 1 1 1
[ Masked language modeling ] ;! Pk%be A Given Conversation |
1 P e e e e e e e e e e e e e e e e e e e e e e e e e - —— - !
R T y__ T T | T 1_8 L ! | ! Hey! Oh, I was just about to leave. I-I-I-1 o K
: Cor;t'%xnt;s;/:are I I, I3 Iy I ! Il didn’t think you were coming. [ R '
1 Nl 1 1 .
_________ ’T_ — B T T B T — ’T_ ] " E : 2 Oh, I WOuldn,t miSS thlS | Target utterance DaVId : :
L e [ el T vy dadyourehe. L 2, ||
| Prompt construction | I __Well, I'm very glad you're here. o
i avid 1 1
el SR el | B &
Ay e - |2 L |- = _ S . I 1
\ ol I 1
I 1
1

The architecture of the Contrast-Enhanced Prompt-Tuning (CEPT) Framework
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I Methodology: Contributions

» Bridging the gap between Pre-trained Language Model's Masked Language
Modeling task and the Emotion Recognition in Conversation task via

prompt-tuning, mitigating the issue of insufficient information on minority
emotions;

» Mining more information from emotion labels via Supervised Contrastive

Learning, reducing biased predictions for the common emotions.
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I Methodology: Prompt construction

et A R e R o oo - - = = =3 e = T o
The context-aware prompt N
I; = "Context: "®C; ®"Target: "® s(u) B": "D w;

Hard words Hard words @ {"soft": " "} @ {"mask"}

- v

» Hard words ("Context: " and "Target: ") indicate the

Contextual information
C; = “David: Hey! Oh, I was just about to leave. I-I-I-I didn‘t think you were coming.
Phoebe: Oh, T wouldn’t miss this. David: Well, I'm very glad you’re here.

boundaries of context and target utterance.

Phoebe: Oh, you‘re such a gentleman. Come on! We’re going to my place!”
s(up) @ ":" @ u; = “David: Well, I'm very glad you’re here.”

A \ w ) ﬁ » Soft words ("The emotion is: ") guide the Pre-trained

1 A Given Conversation
| Phoebe
1

| ! Hey! Oh, I-wasjust about to leave. I-I-1-1 | -

| o e L 2 | Language Model to generate the emotion of the
i 2 Ohlwouldn'tmissthis |  Terget utterance O

y | Phocke [ Well, L' very glad you're here. i =, target utterance.

:l 1 g Oh, you’re such a gentleman. Come on! David

'| : We’re going to my place! I |

: : Phoebe I

| I
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I Methodology: Label mapping

Category Label words

Anger / Angry anger, frustration, irritation, hostility

Disgust disgust, revulsion, nausea, aversion

Fear fear, anxiety, apprehension, nervousness

Happiness / Joy / Happy joy. happiness, contentment, satisfaction

Sadness / Sad sadness, loss, disappointment, grief

Surprise surprise, astonishment, amazement

Excited excitement, thrill, exhilaration

Frustrated frustration, disappointment, dissatisfaction, annoyance
Neutral / no_ emotion neutral / no_ emotion

Mapping between original emotion category and label words
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I Methodology: Label mapping

The probability that the emotion category of utterance u; Is e;, is calculated based on all e;’s

label words EW; = {ew;, ewy, ...,ewk].}:
p(ej|ul-) — E p([MASK] = ewj|1i)
erEEWj

For a batch with D utterances, the loss of MLM generation is calculated using cross-entropy

loss as follows:




I Methodology: Supervised contrastive learning

We stack the predicted emotion probability distribution vectors of all utterances within a batch

as a matrix H, and make a copy of it as Hy,, whose gradient is detached to ensure the parameter
optimization is stable.

The vectors used for computing the Supervised Contrastive Learning loss are denoted as H™ =

[Hyp, Hy] = {(h{", hY, ..., hg, hiy 4, ...,
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I Methodology: Supervised contrastive learning

The calculation formula for Supervised Contrastive Learning:

exp(h}“ - hpt/ T)

SIM(R™ h™) = lo
(A" 1) gZaEA(i) exp(hl™ - h{'/T)

2D _q
Lo = Z , SIM(h™ R
>CL i=1 |P ()| Lapep(i) ( ' p)
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I Methodology: Training

The loss that guides the training process of CEPT :

L=(1—- a)Lgen + aLscy
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I Experiments: Dataset

Dataset # of Conversations # of Utterances
aase train valid test train valid test
MELD 1038 114 280 9989 1109 2610
DailyDialog | 1118 1000 1000 | 87170 8069 7740
IEMOCAP 108 12 31 5163 647 1623

The statistics of the datasets
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I Experiments: Evaluation Metrics

» MELD : Weighted average F1 (Weighted-F1);

» DailyDialog: Micro average F1 (Micro-F1) and exclude the

"Neutral" labels:

» IEMOCAP: Weighted average F1 (Weighted-F1).
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I Experiments: Overall performance

Dataset MELD DD IEMOCAP
DialogueRNN 5710 50.27 62.75
ESD-ERC 62.15 57.44 -
DialogXL 62.67 54.93 65.94
DAG-ERC 63.42 59.33" 68.03
CoG-BART 64.90 56.29 66.18
CISPER 66.08 - -
SPCL-CL-ERC | 66.96" - 69.74*
RoBERTa-ERC | 64.61 52.87 51.65
CEPT 67.51 61.52 70.53

Performance Comparison with the baseline and state-of-the-art methods
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I Experiments: Performance on each emotion category

Emotion Anger Disgust Fear Joy  Neutral Sadness Surprise
(Number) (345) (68) (50) (402) (1256) (208) (281)
DialogueRNN 4226 00.00 00.00 52.79 76.11 21.59 46.78
ESD-ERC 48.40 00.00 00.00 5949 79.21 27.33 58.41
DialogXL 4993 00.00 00.00 6125 7855 33.16 57.56
DAG-ERC 49.17 30.09* 26.98 60.25 77.22 36.57 58.22
CoG-BART 47.34 19.35 30.00* 62.15 79.47 43.40 58.41
CISPER 56.80 23.53 28.89 61.37 80.53 38.83 56.69
SPCL-CL-ERC | 56.91* 27.66 25.88 63.34* 80.57* 42.01 58.98*
RoBERTa-ERC | 50.74  24.00 9.84 61.89 79.53 39.13 57.28
CEPT 57.06 3232 3158 64.53 80.73 42.39" 59.02

Performance Comparison in each emotion category of different methods on MELD
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I Experiments: Ablation study

. MELD DailyDialo [EMOCAP
Prompt | Label mapping | SCL | \yaighted-F1) (migro—F1 ? (Weighted-F1)
7 7 Ny 6751 61.5 70,53
¢ Y U | 6575(11.76) 55.18(16.34) 51.85(118.68)
y ¢ o | 629 (1122) 57.66(/3.86) 6831 (/2.22)
Y y x| 66.02(/1.49) 60.96(]0.56) 67.88 (|2.65)

The ablation results of CEPT on three datasets
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I Experiments: Prompt analysis

Template
"Context: 7" & C; @& " Target : 7 @ s(u;) ®” 17 G u; & Theemotionis :” & {"mask”}
{”SOft”} D C@ @D {”SOft”} D S(UZ) D T D u; D {”SOft”}{”SOft”}{”SOft”} @D {nmaskn}
{"soft” : "Context : "} & C; & {"soft” : "Target : "} ®s(u;)) B 7 G uy
®{"soft” : "Theemotionis: "} @ {"mask”}

] —_ —_
S— | — ~— S | S—

4 "Context: " C; @ "Target : 7 @& s(u;)B7 17 Gu; ®{"soft” H{"soft” H{"soft”} & {"mask”}
5) | "Context: " & C; @ " Target : 7 &s(u;))B”7 7 Gu; B {"soft” : "Theemotionis: "} & {"mask”}
MELD DailyDialog IEMOCAP

(1) | 6497  60.60 65.34

(2) | 65.54 60.06 66.91

(3) | 66.08  59.48 64.73

4) | 6427  60.72 65.32

(5) | 67.51 61.52 70.53

The five prompt templates using five different strategies and the performance of CEPT with
different prompt templates
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I Experiments: Parameters analysis

3 4 5 6 7 8 3 4 5 6 7 8 3 4 5 6 7 8

0 | 67.04 66.64 67.59 66.81 66.71 66.87 0 | 68.50 69.31 68.30 67.59 68.19 67.97
66.93 66.89 66.81 66.71 67.21 66.52 59.16 60.44 58.76 59.14 60.28 59.54 68.21 67.70 70.53 67.82 68.27 68.09
66.74 67.81 67.32 67.05 66.68 67.14 60.13 60.36 59.63 59.80 61.52 60.38 69.03 69.04 69.96 69.21 69.24 69.69

9 9 9
8 8 8
7 | 66.67 67.53 67.51 67.11 66.65 66.14 7 | 60.87 60.66 59.30 61.10 59.80 59.45 7 | 67.50 66.68 68.74 70.35 67.81 67.32
6 6 6
5 5 5

0 | 58.61 58.64 61.00 58.91 60.64 59.99

66.37 67.33 66.96 66.81 66.71 66.81 59.59 60.89 59.06 60.00 59.68 60.20 66.74 68.78 67.77 67.03 67.88 67.50
66.18 67.03 67.48 67.16 66.26 65.98 60.44 59.30 59.85 58.47 57.86 59.14 66.51 67.83 66.88 67.42 67.22 67.79

The performance of CEPT with different context window sizes on MELD, DailyDialog and IEMOCAP
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Experiments: Parameters analysis

o 0.1 0.15 0.2 0.25 0.3 0.35 0.4
MELD 67.51 66.95 67.32 67.25 67.09 67.05 67.28
DailyDialog 59.68 61.34 59.65 60.36 59.18 ©59.96 61.37
IEMOCAP 68.94 68.86 68.33 68.96 69.45 68.63 70.53
ol 0.45 0.5 0.55 0.6 0.65 0.7 0.75
MELD 67.29 66.88 67.34 66.96 67.23 66.86 67.09

DailyDialog 59.25 61.49 59.95 60.89 61.52 60.25 59.94
IEMOCAP 69.54 69.21 69.10 69.93 69.18 68.63 67.56

68 T 62 - T
615 1 0.5+
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6l T [
59.5 4 68.5 +
39+ 68 T
58.5 --. 675 +
- S \ 67
00 05 02 025 03 035 04 045 05 0355 0.6 065 0.7 0.75 01 005 02 0235 0.3 035 04 045 05 035 0.6 065 07 075 0l 005 02 025 03 035 04 045 03 055 0.6 063 07 075

The performance of CEPT with different Supervised Contrastive Learning loss weights
on MELD, DailyDialog and IEMOCAP
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I Experiments: Case Study

Speaker | Utterance Ground truth | CEPT CISPER

Ross Hi. Neutral Neutral Neutral

Rachel Rachel. Neutral Neutral | Neutral

Ross Rachel! Well, you-you're not at home, you're-you’re- | Surprise Surprise | Anger
you're right here.

Rachel Yeah | know, and | bet you thought it would be weird. | Joy Joy Neutral
But it's not!

Ross Okay. So well I'll umm, I'll have her home by mid- | Neutral Neutral | Neutral

night.

Case 1 from MELD with the ground-truth emotion labels and the predicted labels from CEPT and CISPER.
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I Experiments: Case Study

Speaker | Utterance Ground truth | CEPT | SPCL-CL-ERC
Joey Here. | need to borrow some moisturizer. Neutral Neutral | Neutral
Monica | For what? Neutral Neutral | Neutral
Joey Whaddya think? Today’s the big day! Joy Joy Joy
Monica | Oh my God. Okay, go into the bathroom, use | Disgust Disgust | Surprise
whatever you want, just don't ever tell me what
you did in there.
Joey Thank you! Joy Joy Joy

Case 2 from MELD with the ground-truth emotion labels and the predicted labels from CEPT and SPCL-CL-ERC.
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I Conclusions

» A context-aware mixed prompt template and a label mapping strategy for
prompt-tuning of the Pre-trained Language Model;

» Supervised Contrastive Learning for extracting more information from
the labels;

» Excellent overall performance and outstanding performance In
recognizing both minority emotions and common emotions.
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