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Key Contributions

● novel “search by snippet” code search task
● novel dataset
● novel model



Task Description

● Classic Code Search:
○ docstring -> function body

● Clone Detection:
○ function body -> function body

● Search by Snippet:
○ code snippet -> textual description



● StackOverflow Python-related questions
○ Answers
○ Comments
○ Other meta-data

● 2 000 000 question-answer pairs

● Test set
○ full-duplicate questions

Data



Train set

- code + traceback is treated like query 
to find  relevant StackOverflow post



SearchBySnippet Dataset

- 900k questions in train set
- 500 questions in test set



Model

� Single Encoder Retriever

� Based on PLM
� We tried several, the best is GraphCodeBERT

� Hard-negative mining for self-training



Negative 
Hard-Negative



Self-training

- the model is used to obtain hard-negatives for the next training iteration



Results

- existing models lose to simple BM25
- SnippeR outperforms BM25 



Conclusion

● Novel task is suggested to community.
● Novel significantly different dataset.
● Novel model effective for this task.     My Contacts:

P.S. BM25 is still the best first choice!



� Information retrieval

� Query: code + traceback

� Documents: answers from StackOverflow

Problem Description



� Single Encoder Retriever

� Based on PLM
� We tried several, the best is GraphCodeBERT

� Hard-negative mining for self-training

Model



GraphCodeBERT



GraphCodeBERT



� Single Encoder Retriever

� Based on PLM
� We tried several, the best is GraphCodeBERT

� Hard-negative mining for self-training

Model



Self-Training



� We achieved 5% improvement over BM25

� We achieved more than 50% of Recall@10

� We transferred our model to Cloud IDE product

Achieved Results


