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Question Answering over Tabular Data with 
DataBench: A Large-Scale Empirical Evaluation of LLMs.

● Currently, available Question-Answering (QA) over 
Tables systems are outdated in two different ways.

○ Designed for less capable models with 
limited reasoning ability.

○ Tested over clean and small tables.

● We propose a new benchmark for QA over Tables.
○ Based on a variety of industry datasets from 

different domains.
○ Incorporating new types for QA over Tables 

specifically.

What we did



      Introduction 

What do we mean by QA over data?
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      Introduction 
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● Question Answering (QA) over Tabular Data has 
existed as a subfield over the last decade, but 
never really taken off to rival the most popular 
fields within NLP.

● With the coming of LLMs and their new emergent 
skills, this has the potential to change.

● These models, however powerful they are, are still 
hard to evaluate in some of their new capabilities.

● Thus arises the need for a real-world 
benchmarking.



● NLP applications were focused on finding 
cells containing particular information.

● Other approaches consisted on a SQL
query-builder for retrieval.

● Work has moved towards more complex 
operations like aggregations.

● Still most of the approaches rely either on
Wikipedia tables or very specific domains.
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      Previous Work

Open-WikiTable : Dataset for Open Domain Question Answering with Complex Reasoning over Table (Kweon et al., 2023)

https://aclanthology.org/2023.findings-acl.526


      Modern Data 

● Datasets have been getting bigger.

● Some datasets might contain billions of rows 
of categorical data.

● Others might be comprised of just a few 
rows with tens of thousands of numerical 
columns.

● They might contain missing data.

● Some of the data might have inconsistent 
formatting.
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      Size & Cleanliness 



      Modern Data 

● Our interactions with databases have grown up 
beyond simple retrieval. We’re integrating 
workflows, doing predictions …

● Since there is more available data in tables and 
databases, we need models to be able to reason 
over that data.

● Models are now better, we can now ask more of 
them.
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      New possibilities



      Databench Collection 
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● 65 different public datasets 
from Graphext.

● Initial 1300 QA pairs.

● Covering 5 different domains.

● Real life questions.

● Not curated for format or 
missing data.

● We also provide a lite version of 
the collection, with small 
sampled versions of the 
datasets.

      Real world benchmarking
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● Columns belong to 10 
different types, inferred 
from each dataset.

● Lector: Graphext’s 
open-source library to 
infer these types. 

● Represent most common 
data types we find in 
practice.

      Column types
      Databench Collection 
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      Databench Collection 
      Answer types

● Question categorization: 5 types 
according to the type of the 
answer.

● We tag them with the columns to 
use for the answer and the types of 
the columns used.

● Keeping the questions as factoids 
for now allows us to streamline 
evaluation.

● Only use one dataset per question.



● LLMs have a limited context window that they can 
understand, and we have to fit a larger 
representation into them.

● The whole dataset will probably not fit.

● If the model doesn’t have enough information, we 
cannot expect it to answer well. How do we do it?

● We’ll follow two different prompting 
strategies

● We’ll be using the smaller versions of the 65 
datasets
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      Notes on modern LLMs
      Experiments 



      Experiments 

Two different In-Context prompts

● If it fits, go for it. We’ll call this Zero Shot 
In-Context Learning 

● In theory we’re providing it with the whole 
information, but it’s unclear how much the 
model will be able to do with this format.

● For Zero Shot In-Context Learning we’ll do 
two prompts: one asking for the answer and 
columns used, and another one asking for an 
additional explanation.
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      In-Context Prompting Strategy 



      Experiments 

● LLMs can generate code, which in turn allows 
accountability. 

● On the other hand, we’re not providing the model 
with enough data, only a representation for it.

● We will turn the problem of QA over tables into 
one of code completion.

● We’re providing our first coding prompt with only 
the column names, and for our second prompt, 
we’ll also be providing the column types.
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      Code-based Prompting Strategy 



● We will be testing 1300 QA pairs over the sampled versions of 65 real-world datasets.

● These QA pairs are tagged with the type of the answer and which columns were 
used.

● We’ll be using two prompting approaches.

○ One fits the whole dataset in the prompt, asks for answer, columns used (Z-ICL 
Prompt 1) and an explanation (Z-ICL Prompt 2).

○ The other relies on code completion, by providing the column names (Code 
Prompt 1) and types (Code Prompt 2).

● We’ll be evaluating both percentage of correct format generation and accuracy.
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      Experiments 
      Recap



15

LLaMa-2-7b-chat LLaMa-2-13b-chat chatgpt-3.5-turbo

Codellama-7b Codellama-13b chatgpt-3.5-turbo

      Models used 
      Experiments 

Z-ICL

Code
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● Code-based approaches in general have way 
better accuracy than Z-ICL over all data 
categories.

● This is weak evidence, it doesn’t mean that it’s 
always the case.

● The more parameters the model has, the better 
the results are. This is universal across all models 
and question types.

      Overall 
      Results 
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      Columns Used 
      Results 

● Single column is generally easier to 
answer.

● Models present both lower accuracy and 
higher format error when dealing with 
questions that require multiple columns.

● This happens in both Z-ICL and code-based 
prompt approaches.
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      Types 
      Results 

● Code Prompt 1 is 
generally the best 
approach.

● Code-based approaches 
are generally better.

● Booleans are harder than 
we thought of with this 
approach.

● Could use better prompts 
so the smaller models 
learn the list format.
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How many passengers boarded without any siblings or spouses?

24 0.0
  12

13B

7B

      Code Prompt 1: All the model knows is the name of the column
      Results 
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How many passengers boarded without any siblings or spouses?

12 12
  12

13B

7B

      Code Prompt 2: the model knows the types
      Results 



Conclusions

● A type categorization works well enough to diagnose 
model performance, allowing patterns to emerge.

● There seem to be differences in model performance for 
different data and question types.

● Code approaches work better in general, they are more 
explainable and easier to evaluate.

● In-Prompt approaches tend to hallucinate when giving 
explanations.
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Future Work

● Finding the right prompting strategies for evaluation.

● Figuring out a way out of factoids that allows for 
automated evaluation.

● Long term: move from benchmarking towards 
fine-tuning a model specifically for QA over tables.
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● You can reach me at jorgeosesgrijalba@gmail.com
● You can further explore DataBench at 🤗
● https://huggingface.co/datasets/cardiffnlp/databench  
● You can make a free account and explore all the datasets (and upload your own!) at 

graphext.com

Thank you!

DataBench URL

mailto:jorgeosesgrijalba@gmail.com
https://huggingface.co/datasets/cardiffnlp/databench

