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One-slide summary
• Performance on the CoNLL-03 English dataset seems to have plateaued
• We investigated what the state-of-the-art models were getting wrong
• Like many others, concluded we need to make corrections to the test set, 

which we release as CoNLL#
• We also annotated all documents in the test set for the domain (sports, 

etc.) and text format (text, tables, etc.)
• Key findings:

• Original test set and other corrected versions contain many sentence/token 
boundary errors that affect performance

• Economy-related documents (not sports) show the lowest performance
• Our corrections result in an increase of about 2-3 F1 points on test

• Paper, data release, and more information here: 
https://github.com/bltlab/conll-sharp
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What's in the test set?

3



What's in the test set?
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What's in the test set?
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What did we change in the test set?

CoNLL++ ReCoNLL CoNLL-CODAIT CoNLL#

CoNLL-03 309 105 565 457
CoNLL++ 276 544 261
ReCoNLL 599 360
CoNLL-CODAIT 494

Table 4: Differences in token labels across test sets

Error fix Count Example

Token splits 5 JosepGuardiola → Josep Guardiola
Bad hyphen fixes 27 SKIING-WORLD CUP → SKIING - WORLD CUP
Sentence boundary fixes 63 [Results of National Basketball] [Association games on Friday]
Label fixes 457 Tasmania LOC → Tasmania ORG

Table 5: Total number of fixes per type in CoNLL# compared to CoNLL-03

bel in 27.44% of disagreements, and 10 cases
(3.61%) where neither were correct.

Highlighting some examples, CoNLL++ did a
better job of correcting the labels of domestic
sports organizations to ORG, such as the Tasma-
nia and Victoria Australian Rugby clubs, as well as
an Egyptian soccer team with the nickname ARAB
CONTRACTORS. CoNLL++ also had superior la-
bels for MISC mentions, such as properly labeling
Czech as a MISC in the sentence Czech ambas-
sador to the United Nations, Karel Kovanda, told
the daily media...

We also identified an invalid label transition in
the ReCoNLL dataset (from O to I-PER), by using
SeqScore’s (Palen-Michel et al., 2021) validation.

5.2. Repairing Token and Sentence
Boundary Errors

Many of the incorrect labels in the CoNLL-03 En-
glish test set stem from sentence boundary errors
in the original test set. For example, the following
sentence boundary (shown with brackets) in the
CoNLL-03 English test set interrupts the mention
National Basketball Association, making it impos-
sible to have a single mention that spans both sen-
tences: [Results of National Basketball] [Associa-
tion games on Friday].

CoNLL++ did not attempt to correct any of these
sentence boundary errors. In the test set, Re-
CoNLL corrected 10 sentence boundaries, and
CoNLL-CODAIT corrected 26.

For CoNLL#, we attempted to fix all of sen-
tence boundary errors in the 231 test documents—
whether or not they happened to interrupt a
mention—to allow NER models to be able to pre-
dict on correct sentence boundaries. We used
CoNLL-CODAIT’s sentence correction as a start-
ing point, but through manual effort, found many
more errors. We found a systematic sentence
boundary error among documents that were la-

beled in our document-level annotation as sports
data reports. Among the 59 test documents that
were sports data reports, 43 of them had a faulty
sentence boundary in their initial headline between
the 16th and 20th characters. This processing er-
ror is not observed within any other document type.
For CoNLL#, we repaired all 70 sentence bound-
ary errors we identified in the test set.

A similar, systematic error was also found within
sports data reports. The sports headlines from
these documents feature a hyphen between the
name of the sport and the headline of the arti-
cle, such as the token SKIING-GOETSCHL in the
test sentence ALPINE SKIING-GOETCHL WINS
WORLD CUP DOWNHILL. If this hyphen were
treated as intended, effectively as a colon, the
token GOETCHL should have been labeled as
B-PER.

This type of error occurred 27 times in the origi-
nal test set, almost all within sports data reports.
Only CoNLL-CODAIT attempted to fix these tok-
enization errors. Our manual inspection found that
CoNLL-CODAIT corrected 14 out of 27 of these to-
kens; for CoNLL#, we fixed all 27 errors.

CoNLL-CODAIT also departed from the CoNLL-
03 English tokenization and annotation guidelines
by splitting some hyphen-joined entities into two.
For example, in the original dataset UK-US in a
context like UK-US open skies talks end should
be a single token annotated as B-MISC. CoNLL-
CODAIT changed 8 instances of tokens like this to
be three tokens (UK - US), annotated as B-LOC
O B-LOC. In CoNLL#, we maintained the original
tokenization and labels for these tokens.

Overall, CoNLL-CODAIT made 68 corrections
on the test set with regards to sentence boundaries
and tokenization, of which we accepted 60 in our
adjudication process. CoNLL# contains an addi-
tional 42 similar corrections.
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What didn't we change?
• Left training data untouched
• We did not change the annotation guidelines or simplify the task
• We left the intentional design choices of CoNLL-03 English, but 

corrected the test set to be more consistent with the annotation 
guidelines and the intended tokenization/sentence splits 
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Test set performance

5.3. Comparing Labels to
CoNLL-CODAIT

CoNLL-CODAIT included a far-reaching reannota-
tion project for each of the CoNLL-03 English train-
ing, development, and test sets. For example, they
changed national sports teams from LOC to ORG
in sentences like Japan began the defense of their
Asian Cup Title with a lucky 2-1 win against Syria in
a Group C Championship match on Friday. Follow-
ing the original annotation guidelines, local sports
teams that are referred to using a location should
be annotated as ORG, while national sports teams
referred to using a country name should be anno-
tated as LOC.6 The change to annotate both as
ORG reduces the number of arbitrary distinctions
models must make, but is not in keeping with the
original annotation guidelines.

Table 4 shows that at a token level, CoNLL-
CODAIT labels have many more disagreements
relative to the other test sets in question. This is
due to the fact that the CoNLL-CODAIT approach
included not just correcting annotation errors, but
also changing the annotation guidelines.

For instance, as noted by both the authors of
CoNLL++ and CoNLL-CODAIT, there are 41 exam-
ples in which upcoming sports games displayed in
the common format of ANAHEIM AT BUFFALO la-
beled the latter team as LOC. This labeling deci-
sion is present in all of the CoNLL-03 English train-
ing, dev, and test data, and so a proper correction
should either overturn all of these labels in the cor-
pus (as CoNLL-CODAIT did), or leave all of them
the same (as CoNLL++ did).

Although there are differences between what
the annotation guidelines required and what the
CoNLL-03 English annotators did, our analysis
suggests that no single interpretation of schema
for NER is infallible, and are in many cases sub-
jective for tough or ambiguous mentions. Given
that we did not aim to modify any annotations in
the training data, we decided to not change the an-
notation guidelines governing the test data. This
approach ensured that the labeling decisions im-
plemented in the test data would be in line with the
annotation decisions in the training data, contribut-
ing to low-noise error analysis. As a result, our
round of label adjudication with CoNLL-CODAIT
maintained most of the labels decided upon in our
first round of adjudication between CoNLL++ and
ReCoNLL: we adopted the CoNLL-CODAIT label
in only 4.86% of the disagreements.

The result of these two rounds of adjudication,
repairs of tokens and sentence boundaries, and
arbitration of label disagreements among the cor-

6See section A.2.2 from the original MUC-7 guide-
lines: https://www-nlpir.nist.gov/related_
projects/muc/proceedings/ne_task.html.

Agreed Disagreed Count

CoNLL-CODAIT
CleanCoNLL
CoNLL#

49,593

CoNLL-CODAIT
CleanCoNLL
CoNLL#

15

CoNLL-CODAIT
CleanCoNLL

CoNLL# 291

CleanCoNLL
CoNLL#

CoNLL-CODAIT 180

CoNLL-CODAIT
CoNLL#

CleanCoNLL 316

Table 6: Differences between CLEANCONLL,
CoNLL-CODAIT, and CoNLL#

Model CoNLL-03 CoNLL#

XLM-R FLERT 93.64 95.98
LUKE 94.44 97.10
ASP-T0-3B 93.88 96.50

Table 7: F1 scores for 3 SOTA models on CoNLL-
03 and CoNLL#

rected test sets, is CoNLL#, our corrected version
of the CoNLL-03 English dataset. Table 5 sum-
marizes the number of fixes per type in CoNLL#
compared to CoNLL-03. Token-level comparison
between CoNLL# and the other test sets can be
seen in Table 4.

Table 6 summarizes the types and number of la-
bel disagreements between CLEANCONLL, CoNLL-
CODAIT and CoNLL#.

6. Results and Error Analysis on
CoNLL#

We reran the three SOTA NER models from Sec-
tion 4 on our new corrected CoNLL-03 English test
set, CoNLL#, and evaluated the results. Table 7
shows the results obtained on the new CoNLL#
test set compared to previous results obtained on
the original CoNLL-03 test set. Table 8 shows re-
call results over previously seen (during NER train-
ing) and unseen entities. With the new CoNLL#,
the overall F1 for each of the models increased by
more than 2 points.

Table 9 summarizes the results obtained across
document domains and document formats. The
performance gains made by testing on CoNLL#
seem to have a roughly uniform effect across
all of the different document types. The predic-
tions on economy documents have improved, but
these documents are still the predominant source
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2-3 points of F1 increase due to test set corrections!



Conclusion
• We provide a new corrected CoNLL-03 English test set and analysis 

of performance based on document domains and types
• Our corrections lead to 2-3 points of F1 increase without 

simplifying the annotation task
• Paper, data release, and more information here: 

https://github.com/bltlab/conll-sharp
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