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➢ For information, existing WPG studies ignore the implicit phrase-region

matching relations, which are crucial for evaluating the capability of models in

understanding the deep multimodal semantics.

➢ For approach, we consider introducing both the intervention and counterfactual

techniques to model the implicit relations and highlight them beyond explicit.

➢ For dataset, we annotate a high-quality implicit-enhanced dataset to evaluate the

effectiveness of the proposed IECI approach.

Motivations
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Examples of WPG Task:
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WPG Task 



The overall framework of our Implicit-Enhanced Causal Inference (IECI) approach to WPG :
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IECI Approach 



Encoding Block

1 Phrase Encoder: BERT-based model is 

adopted as the phrase encoder, which is a 

light-weighting language encoding model.

2 Region Encoder: Faster R-CNN is 

adopted as the region encoder, which 

generates the encoding of the region along 

with the corresponding bounding box. 
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IECI Approach 



Implicit-aware Deconfounded Attention

1 Deconfounded Causal Graph: we 

construct a causal graph (a) to mitigate the 

confounding bias through the front-door 

adjustment strategy (b).

2 Implicit-aware Attention: we implement 

the front-door adjustment strategy through 

the utilization of attention mechanisms.
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IECI Approach 
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IECI Approach 

Implicit-aware Counterfactual Inference

1 Counterfacual Causal Graph: we construct a 

causal graph (c) to analyze the direct effect of the 

explicit relations (d).

2 Implicit-aware Inference: we reduce the direct 

effect of explicit relations to improve the alignment 

of implicit phrase region pairs.

Weakly-supervised Optimization

We convert the phrase-region similarity matrix to 

sentence-image similarity matrix for weakly-

supervised optimization.



Annotation for our implicit-enhanced dataset:

1 We summarize four main types of implicit relations through preliminary annotation.

2 Assign two annotators to tag each phrase-region pair.

3 We annotate 2K sentence-image samples and obtain1.4K implicit phrase-region pairs
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Experiments



Experimental results as follows:
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Experiments



Ablation study for the contributions of causal inference in our IECI approach:
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Experiments



Comparison with our IECI approach with Multimodal LLMs:
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Experiments
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Further Study

➢ For multimodal representation, we would like to incorporate the multimodal

LLMs, such as MiniGPT4 and LLaVA, to enhance the multimodal

representation abilities of our approach to the WPG task.

➢ For knowledge injection, we would like to consider integrating the external

knowledge like multimodal knowledge graph to help capture implicit relations.

➢ For evaluation of each implicit relation, we would like to leverage the

multimodal LLMs to automatically annotate different types of implicit relations.
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Contributions

➢ We first address the implicit relations problem in the WPG task.

➢ We propose a new implicit-enhanced causal inference (IECI) approach, which

integrates both the intervention and counterfactual techniques for modeling the

implicit relations and highlighting the implicit beyond the explicit.

➢ We meticulously annotate a high-quality implicit-enhanced dataset to evaluate

the ability of models in understanding deep multimodal semantics.

➢ We compare the results of our IECI approach with the advanced multimodal

LLMs on the annotated implicit-enhanced dataset, which may further facilitate

the evaluation of multimodal LLMs in this direction.



Thank you.
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