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Challenge: Data Insufficiency

• Data from a single healthcare system is often 
insufficient to train deep learning model

• Previous studies fail to exploit external information fully,
typically focusing on a single type of data.

Rare diseases Uncommon conditions (e.g ICU)

Privacy regulations Incompatibility
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Medical knowledge graph Ontology Textual notes



Methodology
Multimodal Heterogeneous Graph-enhanced Representation Learning (MHGRL)

1. Multimodal Encoding

2. Neighbor Aggregation 

3. Node Combination 

4. Contrastive Learning
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Methodology (con’t)
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Multimodal Heterogeneous Graph (MHG) Construction
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Methodology (con’t)
Multimodal Heterogeneous Graph (MHG) Construction

Step 1. Given an EHR, we employ the  medical knowledge graph (MKG) to construct EHR graph

An example of EHR graph
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Methodology (con’t)
Multimodal Heterogeneous Graph (MHG) Construction

Step 2. Add multimodal information (ontology & textual notes) for each node 

Medication

Procedure Relationship dmr

dprRelationship 

pmrRelationship

Diagnosis

Endovascular 
Removal

Acetylsalicylic 
Acid

Stroke
Diabetes 
Mellitus

Coronary 
Bypass

Glyceryl 
Trinitrate 

Acute Myocardial 
Infarction

Streptokinase  

Insulin

Alteplase

Endarterectomy

An example of MHG
7

Generated by ChatGPT Medical Textual Notes



Methodology (con’t)
1. Multimodal Encoding Module

Generate a multimodal embedding for each node in MHG

2. Capture the structural information 3. Normalize two embeddings into a shared space

1. Generate the textual notes embedding
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Methodology (con’t)
2. Neighbor Aggregation Module 

Get high-order neighborhood information 

1. Input the graph structure 
and multimodal embeddings

2. Get neighborhood information with L layers of GNNs
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Methodology (con’t)
3. Node Combination Module

Design an attention mechanism to aggregate node embeddings into a graph representation

1. Calculate the attention weight for node 

Step 1

2. Sum the initial multimodal embedding and the aggregated embedding 

Step 2
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Methodology (con’t)
4. Contrastive Learning Module

Implement contrastive learning to ensure consistency in representations among similar EHRs

1. Capture the interaction signals

2. Calculate the similarity of two EHRs

Loss function
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If two EHRs are in the same cohort, label 
y=1, otherwise y=0



Experiments
EHR clustering: perform the k-means clustering based on EHR representations

Each EHR has a label that indicates the cohort to which it belongs.
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Experiments (con’t)

We use t-SNE to visualize the high-dimensional EHR representations in the test set on MIMIC-III.

EHR clustering: perform the k-means clustering based on EHR representations
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Experiments (con’t)
Disease prediction: predict the cohort to which each EHR belongs

1. Retrieve the K most similar EHRs from the training set. 
2. The final predicted disease label is determined through a voting mechanism.
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Experiments (con’t)
Ablation study on MIMIC-III

1. All modalities of data contribute to EHR representation learning. 
2. Using the attention mechanism can further boost the performance. 
3. Contrastive learning also contributes to performance.
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Conclusion

• We construct a novel MHG to accurately model EHR.    

• We propose an EHR representation learning model, MHGRL, to incorporate both the internal structure and 
external knowledge information.    

• We conduct comprehensive experiments on two real-world EHR datasets, demonstrating that MHGRL can 
learn effective EHR representations.

• Future work
Incorporate additional information into our model, such as medical images, demographic information and 
temporal clinical data.
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Thanks for listening!
feiyanliu@stu.xmu.edu.cn
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