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women are so bad at math

men are so bad at math



Goals

Challenge dataset
Russian language
Explicitly definitions

Nuanced structure



Social bias
iIn NLP

What is bias?

An output expresses an overgeneralized belief that may be
offensive or harmFul to a discriminated group of people

An output directly or indirectly reinforces a social mechanism of
oppression, by either prescribing specific traits or erasing a group’s
involvement

“women can’t be friends with each other”,

“he [when used overwhelmingly instead of she] was a brilliant
scientist”

An output directly or indirectly reinforces a social mechanism of
oppression, by prescribing specific social responsibilities to a group
“women should only care about their children”

“men must never show emotions”



stereotype trope

“she bought her newborn child a stroller”
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Gender Domain
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Subdomain name Sample #

Common stereotypes 55

) Professional context 158

Positive professional context 152
Family context 245
Separation of positive attributes—23

) Gendered pronouns 200
) Freeform 124
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RuGPT3-medium (355M params)
RuGPT3-large (760M params)
mGPT (1.3B params)

XGLM (564M params)

GPT 3.5-turbo

ruBERT-base (178M params)
ruBERT-large (427M params)
ruRoBERTa-large (355M params)
TwHIN-BERT-large (550M params)

XLM-RoBERTa-large (560M params)




Metrics

e PPL - causal LMs
e PPPL - masked LMs



Results

LLM's bias is not
domain-specific.

LLM’s of greater size are
more impacted.

NLU performance # bias.
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Domain  Subdomain NJ & 5 x .
|

Overall 66.6 64.1 54.0 551 |

Freeform 69.4 62.9 66.9 524

Family 69.8 68.2 38.0 63.7 |

Gender Gendered Pronouns  72.5 66.5 42.0 540
Pos. Professional 55.7 646 671 487 |
Professional 55.3 50.7 60.5 46.7

Pos. Personal 78.3 73.9 73.9 739 |

Common Stereotypes 81.8 70.9 76.4 60.0 |

Overall 66.5 65.1 57.9 576 |

Socio- Freeform 722 72.2 54.4 63.3 |
economic  Professional Status 643 589 625 420 |
Common Stereotypes 64.4 66.7 55.2 724

Overall 61.7 53.6 61.7 554

Freeform 66.3 47.7 59.3 512

Nationality Antisemetic Tropes 50.9 40.0 58.2 58.2 :
Immigrant Tropes .2 73.7 66.7 579 |

Common Stereotypes 60.8 64.6 65.8 544 !

Diverse Overall 73.5 78.7 65.7 61.1 |



Results

Multilingual LLMs are less
gender biased.

TwHIN-BERT is the least
biased LLM overall

All 9 LLMs are likely biased
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Domain  Subdomain Q N N S & :
|
Overall 61.5 59.8 67.2 51.9 562
Freeform 62.9 62.1 67.7 58.9 59.7
Family 64.5 60.8 72.7 59.2 65.7
Gender Gendered Pronouns  63.0 59.0 68.5 59.5 60.0
Pos. Professional 63.3 58.2 55.7 41.1 456 |
Professional 52.6 49.3 62.5 36.8 454
Pos. Personal 56.5 78.3 78.3 60.9 65.2
Common Stereotypes 61.8 78.2 78.2 45.5 49.1 |
Overall 54.0 60.8 63.7 49.6 56.8
Socio- Freeform 58.2 54.4 65.8 59.5 63.3 |
economic  Professional Status 42.0 58.0 59.8 38.4 50.9 :
Common Stereotypes 65.5 70.1 66.7 5.2 58.6 |
Overall 58.1 72.0 623 61.4 557 |
Freeform 59.3 73.3 51.2 62.8 60.5 |
Nationality Antisemetic Tropes 48.2 61.8 57.3 61.8 53.6 :
Immigrant Tropes 68.4 86.0 75.4 63.2 66.7 |
Common Stereotypes 63.3 74.7 72.2 58.2 45.6 !
Diverse Overall 67.7 73.8 75.8 68.0 66.9



Results

K
Domain Subdomain Cg
Compared to other En Ru
considered LLMs, Overall 16.7£21.311.3417.2
ChatGPT exhibits a higher E;en?;zrm Z;'gﬂ”ggzﬂl-‘*
o 21+33.271-914£16.8
degree of bias Gender Gendered Pronouns  44.8.15337.5195 0
Pos. Professional 54.2.64 4551913
The results obtained in Professional 40.9.15533.0430.5
English and Russian Pos. Personal 73.5+17.862.4192 9
rombts alian Common Stereotypes 63.8.55 48.31945
P P g Overall 15-6j:‘20.-‘110-2:t18.7
Socio- Freeform 11.64+20.45.3+10.5

economic  Professional Status 16.0123012.1 4157
Common Stereotypes 18.9134515.41939

Overall 15.4.96.410.41176
Freeform 20.5116.320.5+16.3
Nationality Antisemetic Tropes 34.0181 1794132
Immigrant Tropes 37.6169 25.51173

Common Stereotypes 52.3.5, 41.4.953
Diverse Overall —




Conclusions

e Culture specific
e Multi-step collection

e Released pipeline



Volunteer collection?






