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Social bias 
in NLP

Scientist [M] Marie was [M] very thorough



women are so bad at math

 men are so bad at math



Goals

● Challenge dataset

● Russian language

● Explicitly definitions

● Nuanced structure



Social bias 
in NLP

An output expresses an overgeneralized belief that may be 
offensive or harmful to a discriminated group of people

An output directly or indirectly reinforces a social mechanism of 
oppression, by either prescribing specific traits or erasing a group’s 
involvement
“women can’t be friends with each other”,
“he [when used overwhelmingly instead of she] was a brilliant 
scientist”

An output directly or indirectly reinforces a social mechanism of 
oppression, by prescribing specific social responsibilities to a group 
“women should only care about their children”
“men must never show emotions”

What is bias?



stereotype trope

“she bought her newborn child a stroller”



defining terms, structure, task list
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1. RuGPT3-medium (355M params) 

2. RuGPT3-large (760M params) 

3. mGPT (1.3B params) 

4. XGLM (564M params)

5. GPT 3.5-turbo

6. ruBERT-base (178M params) 

7. ruBERT-large (427M params) 

8. ruRoBERTa-large (355M params) 

9. TwHIN-BERT-large (550M params) 

10. XLM-RoBERTa-large (560M params)

causal LMs

masked LMs



Metrics
● PPL – causal LMs

● PPPL – masked LMs



Results

LLM’s bias is not 
domain-specific.

LLM’s of greater size are 
more impacted.

NLU performance ≠ bias. 



Results

Multilingual LLMs are less 
gender biased.

TwHIN-BERT is the least 
biased LLM overall

All 9 LLMs are likely biased



Results

Compared to other 
considered LLMs, 
ChatGPT exhibits a higher 
degree of bias

The results obtained in 
English and Russian 
prompts align



Conclusions
● Culture specific

● Multi-step collection

● Released pipeline



Volunteer collection?




