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 Background

1. What is medical dialogue generation?
Medical dialogue system (MDS):
offering accessible medical services such 
as health consultations, diagnosis, and 
prescription, to a broader population.

Medical dialogue generation (MDG):
crucial part in MDS, generating accurate 
medical responses based on given 
dialogue histories.

Figure 1 Medical dialogue sample.



 Background

2. Previous Works

Figure 2 Seq2Seq models (a) and our model (b) 

Seq2Seq models: process dialogue context and 
annotated medical entities, utilizing pre-trained 
text encoders and decoders to generate medical 
responses.

(1) Lack of process explanation.
(2) Requirement for large-scale annotations.

Challenges (Motivation)



 Background

3. Our Model (BP4ER)

Figure 2 Seq2Seq models (a) and our model (b)

Lack of process explanation
Requirement for large-scale annotations

Treating MDG as a multi-step reasoning problem 
eliminates the necessity for entity annotation by 
explicitly depicting its reasoning process.

Breaking MDG into interrelated sub-questions; 
Facilitates the reasoning and corrects intermediate 
errors autonomously through the iterative approach



 BP4ER

1. Multi-step Reasoning

2. Explicit Reasoning Process

3. Bootstrap Prompting
 Answer-Providing Bootstrapping
 Prompt-Revising Bootstrapping

Figure 3 Our model BP4ER



 BP4ER

1. Multi-step Reasoning
 Patient State Tracking
 Next Diagnosis Decision-making
 Medical Response Generation:

2. Explicit Reasoning Process
 S1: What’s the patient’s current state?
 S2: What’s the physician’s next decision?
 S3: What’s the physician’s response?



 BP4ER

3. Bootstrap Prompting
 Answer-Providing Bootstrapping

 Prompt-Revising Bootstrapping
iterate the prompt revision process to explore diverse 
reasoning paths and generate alternative answers until reliable 
answers are obtained for all provided data.



 Experiments
1. Main Evaluation

(1) Automatic Evaluation Observation:

 BP4ER enhances response quality and 
ensures semantic consistency

 BP4ER performs better with smaller, 
focused datasets but faces challenges 
with larger, diverse datasets.

 Compared to traditional seq2seq-based 
models, LLM-based models good at 
capturing richness and diversity in MDG, 
making them ideal for tasks requiring 
comprehensive and diverse outputs.

Figure 5 Automatic Evaluation



 Experiments
1. Main Evaluation

(2) Human Evaluation

Observation:

 consistently outperformed other models 
across all three manual evaluation 
indicators

Figure 6 Human Evaluation



 Experiments
2. Ablation Study

Figure 7 Human Evaluation

Confirm the effectiveness of each module on model performance. The results 
indicate that all these modules contribute positively to our approach, underscoring 
their importance in achieving superior performance in MDG tasks.



 Experiments
3. CaseStudy

Figure 4 Case Study

 Highlights BP4ER’s ability to produce 
responses that are more aligned with the 
context of the dialogue.

 BP4ER predicts the next diagnostic decision 
and generates a response to inquire about the 
patients drug history

 BP4ER still falls short when compared to the 
gold standard response



 Conclusion

 BP4ER is the first model to systematically deconstruct MDG into an intermediate 
reasoning chain, which notably enhances the interpretability of the MDG process.

 Introduces LLM with the LMP strategy to explicit reasoning
 Proposed an iterative approach to bootstrap the prompting process for augmenting 

the LLM’s reasoning abiolities



 Limitations and Future Works

1. Demonstration prompts are 
designed by human.

2. Lack of specialized medical 
knowledge results in ncorrect or 
nonsensical responses during the 
process of reasoning.

Guide LLMs to automatically 
generate several sub-questions for 
the current dialogue (in progress)

Construct a disease-oriented 
knowledge graph, transform the 
knowledge into text to be added 
to the prompt for incorporation 
into the LLM (in progress)
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