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Introduction
Chain-of-Thought (CoT) prompting is a technique designed to exploit  language models (LMs)' 
inherent reasoning abilities.

Standard Prompting
Q: A juggler can juggle 16 balls. 
Half of the balls are golf balls, and 
half of the golf balls are blue. How 
many blue golf balls are there?

A: 8

CoT Prompting
Q: A juggler can juggle 16 balls. Half of 
the balls are golf balls, and half of the 
golf balls are blue. How many blue 
golf balls are there?
A : Let’s think step by step.

(continuation) There are 16 balls in total. Half of 
the balls are golf balls. That means that there 
are 8 golf balls. Half of the golf balls are blue. 
That means that there are 4 blue golf balls.
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CoT Prompting

Q: A juggler can juggle 16 balls. Half of 
the balls are golf balls, and half of the 
golf balls are blue. How many blue golf 
balls are there?
A : Let’s think step by step.

(continuation) There are 16 balls in total. Half of 
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Enhanced end-task performance1⃣

2⃣ Supports Interpretability of LMs' 

output 

3⃣  No additional training required! 

Key contributions are:



Introduction
Limitation 1. CoT prompting tends to be only effective when the model is gigantic! 

(continuation) There are 16 balls in total. Half of 
the balls are golf balls. Half of the golf balls are 
blue. Half of the golf balls are blue. Half of the 
golf balls are blue…

CoT Prompting
Q: A juggler can juggle 16 balls. Half of 
the balls are golf balls, and half of the 
golf balls are blue. How many blue 
golf balls are there?
A : Let’s think step by step.

(continuation) There are 16 balls in total. Half of 
the balls are golf balls. That means that there 
are 8 golf balls. Half of the golf balls are blue. 
That means that there are 4 blue golf balls.
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Introduction
Limitation 2. Extremely large LMs may still generate low-quality rationales.

(continuation) There are 16 balls in total. Half of 
the balls are golf balls. That means that there 
are 4 golf balls. Half of the golf balls are blue. 
That means that there are 2 blue golf balls.

CoT Prompting
Q: A juggler can juggle 16 balls. Half of 
the balls are golf balls, and half of the 
golf balls are blue. How many blue 
golf balls are there?
A : Let’s think step by step.

(continuation) There are 16 balls in total. Half of 
the balls are golf balls. That means that there 
are 8 golf balls. Half of the golf balls are blue. 
That means that there are 8 blue golf balls.
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Parameter size > 10BParameter size > 10B

��🏻 ♀
Inaccurate math Missing one step



Introduction

“How can we help the language model find a optimal 
CoT in a resource-efficient way?” 



Introduction

We propose a new framework called “LM-guided CoT” that leverages TWO independent LMs for CoT 
reasoning.

Q: Are both directors of films 
Dear Mr.Prohack and Returning 
Mickey Stern from the same 
country?

Context: Thornton Freeland was 
an American film director. 
Freeland directed the Returning 
Mickey in 1994. Dear Mr.Prohack is 
made in 1995 and is first aired in 
Canada. It is the first movie of 
John Mason, an American 
director.

A : Let’s think step by step.

��
(continuation) Thornton Freeland, a 
director of the Returning Mickey, is 
born in America. John Mason is the 
director of Mr.Prohack which is 
premiered in Canada. Hence, the 
answer is no. ��🏻 ♀
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��
(continuation) Thornton Freeland, a 
director of the Returning Mickey, is 
born in America. John Mason is the 
director of Mr.Prohack which is 
premiered in Canada. Hence, the 
answer is no.

��(continuation) 
yes.
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Rationale: Thornton Freeland, 
a director of the Returning 
Mickey, is born in America. John 
Mason is an American director 
of Mr.Prohack.
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Rationale 
Generation

Answer Prediction

        (size > 10B)
        (size < 10B)
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Methodology

● The small LM’ inherent reasoning 
capability is significantly worse than the 
large LM’s.
 

● We warm-up the small LM by training 
with a knowledge distillation technique 
(i.e., finetune the small LM with rationales 
generated by the large LM).

● Prompt used for finetuning

Given a question (Q) and a context, generate a chain of 
reasoning step-by-step to answer the question. 
Context: {context}
Q: {question}
Reasoning: {LLM rationale}



Methodology

● We attempt to further refine the rationale qualities of the rationale distilled model from 
Step 1 with reinforcement learning. 

● 8 linguistic aspects used for measurement: factuality, relevance, logicality, consistency, 
coherence, fluency, naturalness, readability



Methodology

● factuality, relevance : computed by token-level lexical-overlap following Ye and Durrett 
(2022)

● logicality, consistency, coherence, fluency, naturalness, readability : experimented 
with two methods

○ Method 1. use a large LM as reference-free NLG evaluators
○ Method 2. train a simple machine learning classifier using human-annotated data

Ye, Xi, and Greg Durrett. "The unreliability of explanations in few-shot prompting for textual reasoning." Advances in neural information processing systems 35 (2022): 
30378-30392.
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Answer the question based on the provided information.
Question: Can the given reasoning {definition of evaluation metric}?
(a) Yes. (b) No.
Information: 
Question: {question}
Reasoning: {reasoning}
Answer: 
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Methodology

● We further update the knowledge-distilled 
model from Step 1 with Proximal Policy 
Optimization (PPO).

● Two type of rewards (aspect-specific reward 
& task-specific reward)

● incorporate penalties based on the Kullback 
Leibler (KL) divergence between the learned 
policy LM and the knowledge-distilled LM.



Experiment Setup

● Task : Extractive QA 
● Model : FLAN-T5 small (80M) for the small LM and FLAN-T5 XXL (11B) for the large LM
● Dataset : HotpotQA & 2WikiMultiHopQA
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Conclusion

• CoT prompting does not always outperform standard prompting.
• Especially when the context gets longer like 2WikiMultiHopQA, models tend to make errors.

• Smaller models trained for rationale generation can help black-box larger models with 
reasoning.

• Our approach outperforms the original CoT prompting, where the large LM is asked to reason first and generate the 
final answer.

• With self-consistency methods, its performance gain enhances. 

• In-depth analyses on how to balance the performance and rationale quality are required.
• Our final approach (rationale ranking with reinforced policy models) significantly improves the rationale 

quality, but at the same time, shows a minor drop in answer prediction. 
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