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AlphaFold uses the proteins with high MSA scores as 
augmented data to predict the 3D structures. Its input is 
not in the form of protein sequence but the alignment 
results produced by the MSA algorithms.

Even closely related proteins may have different lengths, 
encoding and non-encoding regions. 

Different amino acids can be also replaced with each 
other safely in certain circumstances. 

The alignment algorithms (e.g. Smith-Waterman) aim to 
find an alignment path with maximal score to support the 
comparison between proteins. 



Method

3

For structural encoding, we use the standard Transformer layer to encode the structural neighbors.

For semantic encoding, we use the semantic operator to find and encode the semantic neighbors.

The dual encoding ensures both local aggregation and global connection, and also enables them to 
benefit from each other through back propagation. 
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DET block starts from a structural encoding layer whose 
output embeddings will contain the local neighborhood 
information, functioning like encoding the amino acid 
sequences of proteins. 

Then, the following semantic encoding layer will estimate 
the importance of the `` family members'' by their local 
context information. 

By alternative stacking these two layers, these two types 
of encoding layers can support and enrich each other. 
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5



Experiments
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Graph property prediction

Node classification

KG completion



Analysis

7



Analysis

8



Conclusion
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• In this paper, we propose DET which achieves state-of-the-art 
performance across 9 different datasets. 

• In DET, the structural encoder aggregates local nodes while the 
semantic encoder seeks for the remote nodes. Inspired by recent 
advances in biological sciences, DET finds the semantic 
neighbors with a mutual-information-based operator and 
stacks the two encoders alternatively. 

• Bring more insights and inspirations in developing new 
Transformer architectures. 
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Thanks for your attention!

 Code and datasets are available at 
https://github.com/zjukg/DET
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