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Context of this research

• Collaboration with industry to 
improve access to legal information

• Focus on making sessions of UK 
Supreme Court hearings more 
accessible

• Project funded by InnovateUK

https://dinel.org.uk/research/projects/harnessingNLP4court/

https://dinel.org.uk/research/projects/harnessingNLP4court/


Challenges

• Audio material for a case typically 
spans over several hours on 
several days.

• Time, effort and money 
consuming to extract important 
information.

• There are over 449,000 cases each 
year in the UK across all court 
tribunals which are largely 
transcribed by humans.



Our Tool: UI for automatic linking of SC judgement 
and video timespans



A Pipeline for Automatic Judgement-Hearing Linking

Hadeel Saadany, Catherine Breslin, Constantin Orăsan, and Sophie Walker (2023) Better Transcription of UK Supreme Court Hearings . In Workshop 
on Artificial Intelligence for Access to Justice (AI4AJ 2023) , Braga, Portugalt

https://ceur-ws.org/Vol-3435/short4.pdf


Our Research Contributions

1. https://github.com/surrey-nlp/Linking-Judgements

We introduce an application of Doc2Doc IR from two distinct linguistic modes, 
written and spoken, with legal-specific jargon and vocabulary. 

We compile and release a publicly available dataset which contains links between 
segments of UK Supreme Court hearings to paragraphs from court judgements1. 

We show that the GPT 3 text embeddings customisation produce the best results 
with respect to the IR document representations

https://github.com/surrey-nlp/Linking-Judgements


Data Compilation

1. Transcribe the video sessions using a 
custom speech-to-text language 
model we  developed in stage one of 
the project (Saadany et al., 2022) 

2. Preprocess and segment the 
judgement into paragraphs. 

3. Treat paragraph(s) as a query and 
the transcript of the case as the 
corpus in which we search for an 
answer to that query.

7 UKSC case judgements = 1.4M tokens 
and over 53 hours of video material



Retrieval methods

• Frequency based method
• BM25

• Embedding-based methods
• Document similarity with pooling

• Entailment search

• LegalBERT

• Asymmetric Semantic Search

• GPT Question-answer linking



Zero-shot Pre-fetching Stage

1

Embed all judgement and 
transcript segments for one 
case into the same vector 

space.

2

Use the cosine similarity as 
our semantic distance metric 
to extract the top closest 20 

transcript timespans per 
judgement segment.

3

Evaluate manually first 20 
links produced by each 

model.

Assess performance, choose 
best model for annotation. 

Annotate the rest of dataset 
to create a gold standard.



Zero-shot Information Retrieval

Results of zero-shot IR for linking judgements to video transcripts for all cases



Judgement-
hearing 

relevancy 
model

Train a model that classifies a 
judgement and hearing 
segments as relevant or not

The data annotation is very 
expensive

Experimented with data 
augmentation



Data 
augmentation

• Used Generative AI technology to produce a larger gold-standard

• Positive instances generation: 
• InstructGPT API set role prompt strategy “I want you to act 

like a British lawyer. Paraphrase the following text”

• Negative instances generation:
• Random shuffling of judgement-hearing segments from 

different cases. Reduce randomness by choosing judgement-
hearing segment pairs with the highest cosine similarity 
scores.

• In-batch negative sampling during training. 

• The augmented dataset has 7,248 judgement-hearing links and 
over 42m tokens

• A sanity check was conducted on a sample of the AI-generated 
paraphrases by a legal expert



Experiments

• Baseline Model: logistic regression with GPT3 embeddings

• Cross-encoder built on top of distilled version of RoBERTa-base

• Cross Tension with In-batch Negative Sampling

• OpenAI GPT3 Embedding Customisation



Results

Results of Relevancy Models on Augmented (+) and non-Augmented (-) Dataset
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