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Section One
Introduction

• Machine Translation
• Importance of Parallel Corpus



● Machine Translation Models
○ Definition
○ Neural Machine Translation

● Importance of Parallel Corpus

Machine Translation
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Koehn and Knowles. 2017. Six Challenges for Neural Machine Translation. In Proceedings of the Workshop on Neural Machine Translation.

https://aclanthology.org/W17-3204


● CCMatrix
○ 24.6M Parallel Sentences
○ Very Noisy !!

● Importance of Scientific Domain

Importance of Parallel Corpus
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Jörg Tiedemann. 2012. Parallel Data, Tools and Interfaces in OPUS. In Proceedings of the International Conference on Language Resources and Evaluation.
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Section Two
Related Works

• Sentence Alignment
• Multilingual Sentence 

Embedding



• Problem Definition

• Model Structure
○ Score Function
○ Alignment Algorithm

Sentence Alignment

Bob isn’t here; he went home

Bob lives on the beach

Bob has two cats

Bob has a dog

Bob will be back tomorrow

Introduction | Related Works | Parallel Corpus Creation | Experiments & Results 7



Neural Sentence Alignment

Vecalign (Thompson and Koehn, 2019) 

● Score Function

○ Multilingual Sentence Embedding

○ Normalized Cosine Distance

Thompson and Koehn. 2019. Vecalign: Improved Sentence Alignment in Linear Time and Space. In Proceedings of the Conference on Empirical Methods in Natural Language Processing and
the International Joint Conference on Natural Language Processing (EMNLP-IJCNLP).
Artetxe and Schwenk. 2019. Massively Multilingual Sentence Embeddings for Zero-Shot Cross-Lingual Transfer and Beyond. Transactions of the Association for Computational Linguistics.

.می خواهم با تو تماس بگیرم

.سگ قهوه ای است

.من غذا خوردن را دوست دارم

.من از غذا خیلی لذت می برم
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https://aclanthology.org/D19-1136
https://aclanthology.org/Q19-1038


Section Three
Parallel Corpus 
Creation

• Parallel Corpus Creation 
Workflow

• Parallel Corpus



Parallel Corpus Creation Workflow
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Sentence Alignment
● Evaluation Benchmark

○ 45 Manually Aligned English-Persian 
Parallel Documents
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Document Retrieval & HTML Parsing

• Scientific Information Database (SID)
o Open-Access
o A Complete Archive of Scientific Journals 

from 2000

o 731K Parallel Documents

• Sentence Alignment
o 3.5M parallel sentences
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● Validation Steps
○ 1500  random bilingual sentence pairs
○ 45 undergraduate students
○ Guideline 

● Validation Results
○ Annotators Consensus Evaluation

Manual Validation 
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Section Four
Experiments & 
Results

• Fine-tune Pretrained 
Multilingual LM



Multilingual NMT

● Multilinguality as Transfer Learning

● Models
○ mBART50 (Liu et al., 2020)

○ M2M-100 (Fan et al., 2020)

○ NLLB (Costa-jussà et al, 2022)

● DeltaLM (Ma et al., 2021)
○ Encoder-Decoder Architecture
○ Base: 360M Parameters
○ Large: 830M Parameters

Liu et al., 2020. Multilingual Denoising Pre-training for Neural Machine Translation. Transactions of the Association for Computational Linguistics.
Fan et al., 2021. Beyond english-centric multilingual machine translation. The Journal of Machine Learning Research.
Costa-jussà et al., 2022. No language left behind: Scaling human-centered machine translation. arXiv.
Ma et al., 2021. DeltaLM: Encoder-decoder pre-training for language generation and translation by augmenting pretrained multilingual encoders. arXiv.
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https://aclanthology.org/2020.tacl-1.47
https://www.jmlr.org/papers/volume22/20-1307/20-1307.pdf
https://arxiv.org/pdf/2207.04672
https://arxiv.org/pdf/2106.13736


Fine-tune DeltaLM

● Model Specs
○ Base DeltaLM (ΔLM-Base)
○ Large DeltaLM (ΔLM-Large)
○ Epoch: 1

● Training Data
○ ESPOSITO+CCMatrix

● Evaluation Results
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● Presenting the Workflow of Unsupervised Parallel Corpus Construction

● Create Standard Benchmark for Scientific Domain Machine Translation

● Future Works
○ Constructing a Multilingual Corpus for Scientific Texts
○ Utilizing Data Augmentation Techniques

Conclusion
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