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ChatGPT and GPT-4

• Developed by OpenAI;

• Large language models;

• Language understanding and 

generation;

• Broad knowledge;

• Adapted to different use cases.



Motivation of This Survey

• Comprehensively understand the pros and cons of ChatGPT and GPT-4:

• Language proficiency;

• Scientific knowledge;

• Ethical considerations.

• Analyze the limitation of current evaluation methods.



Coverage

• 49 assessment papers;

• From Jan 2023 to Aug 2023;

• 81 evaluation tasks.



Findings: Language proficiency
• Classical NLP tasks:

• Dialogue;
• Generation;
• Affective computing;
• Information retrieval;
• GPT as human annotator.

• Reasoning:
• Logic reasoning;
• Commonsense reasoning;
• Causal reasoning;
• Psychological reasoning;
• Task-orientated reasoning;
• Natural language inference.

Figure 1. ChatGPT and GPT-4 performance on linguistic 
and reasoning tasks, compared to baseline models.

Figure 2. ChatGPT and GPT-4 performance 
on linguistic and reasoning tasks, compared 
to humans or ground truth.



Findings: Language proficiency

• Multilingualism:
• Multilingual NLP tasks.
• Chinese linguistic test;

Figure 3. ChatGPT and GPT-4 
performance on multi-lingual tasks, 
compared to baseline models.

Figure 4. ChatGPT and GPT-
4 performance on multi-
lingual tasks, compared to 
humans or ground truth.

SuperCLUE (Xu et al., 2023) C-Eval (Huang et al., 2024)

Xu, L., et al. (2023). SuperCLUE: A benchmark for foundation models in Chinese.
(https://github.com/CLUEbenchmark/SuperCLUE)

Huang, Y., et al. (2024). C-eval: A multi-level multi-discipline chinese evaluation suite for 
foundation models. Advances in Neural Information Processing Systems, 36.

https://github.com/CLUEbenchmark/SuperCLUE


Findings: Scientific knowledge

• Formal science:
• Mathematics;
• Computer science.

• Nature science:
• Physics;
• Chemistry;
• Medicine.

• Social science:
• Education;
• Law;
• Economics.

Figure 5. ChatGPT and GPT-4 
performance on scientific knowledge, 
compared to baselines. Figure 6. ChatGPT and GPT-4 performance on scientific knowledge, 

compared to humans or ground truth.



Findings: Ethical considerations
• Fairness

• ChatGPT's performance in non-English languages was 
notably poorer (Seghier, 2023; Yong et al., 2023b). 

• It significantly reduced gender and race bias compared to 
previous versions (Zhuo et al., 2023).

• Robustness
• ChatGPT's ability to handle noisy data, outliers, and SQL 

injection was found to be inadequate (Zhou et al., 2023; Ye 
et al., 2023; Wang et al., 2023; Peng et al., 2023).

• Reliability
• Improvements in fact-based Q&A were not observed 

compared to earlier versions (Zhou et al., 2023). There are 
concerns about potential fabrications in scientific articles 
(Athaluri et al., 2023) and legal cases (Deroy et al., 2023).

• Toxicity
• ChatGPT was found to be vulnerable to prompt injections 

through role-playing (Derner and Batistič, 2023; Zhou et al., 
2023).
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Discussion: Comparing GPTs vs. humans

• GPTs can outperform humans in specialist 

knowledge but struggles with easy tasks;

• GPTs' pre-training focused on “what is right”, 

neglecting “what is wrong”;

• Contrasting “thinking fast” with “thinking slow”;

• Altering the prompt wording can change the 

output.

Figure 7. While ChatGPT can easily learn to predict “bird” when prompted with “if an 
animal has wings and can fly, it is likely a”, it struggles to learn from typical corpora that 
predicting “penguin” is incorrect, because of the absence of explicitly learning from
negative samples.

• GPTs may not perform as well as experts or humans in NLP tasks with sufficient training data;

• However, they excel in scientific knowledge compared to earlier models;

Image source: https://www.worldatlas.com/articles/highest-flying-birds.html https://www.abc.net.au/education/curious-kids-do-penguins-fly-underwater/13943166



Discussion: GPT evaluation

• Different studies from different periods about the same task are not fully comparable;

• Data leakage may make the assessment unfair;

• The design of prompts highly influences the results;

• The factors that matter in previous NLP evaluations are still valid;

• Some evaluation tasks lack either objective criteria or large-scale benchmarks.



Discussion: Ethics

• Human perception about the reliability of ChatGPT’s output can be misled by its seemingly 
scientific language style;

Mao, R., et al. (2024). A Comparative Analysis of Metaphorical Cognition in ChatGPT and Human Minds.

• RLHF may be misled by 
human-biased feedback, e.g., 

system gaming, positive 

reward cycles, and more;

• The concept preference of

ChatGPT may exhibit
potential cognitive biases.
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The concept mappings are generated via MetaPro.

Figure 8. The concept mapping patterns between humans (left) and ChatGPT (right) from Mao et al. (2024). 
Each cluster on the left represents target concepts, while on the right, the cluster represents source concepts. 
Bright and grey dots denote activated and unactivated concepts, respectively. The capitalized terms represent 
key activated concepts within a cluster.



Recommendations

• Task-agnostic evaluation is desirable;

• Fundamental research is still valuable;

• AI-generated content should be regulated;

• The future of LLMs may need advances in 
learning paradigms.

Cambria, E., et al. (2023). Seven pillars for the future of artificial intelligence. IEEE Intelligent Systems, 38(6), 62-69.

Figure 9. Seven pillars for the future of AI (Cambria et al., 2023).


