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Introduction

• Text editing: modify text to better 
align with user intents

• Recently formulated as an iterative 
process

• Coarse-instruction vs. Fine-grained 
instruction



Introduction

• Coarse instruction: may not 
accurately reflect the true editing 
capabilities of LLM systems

• Lack of explainability



XATU Benchmark

• XATU: explainable text updates

• first text editing dataset with fine-
grained instructions and 
explanations.

• Instance format on the right



Data Source

• text editing categorization:
• Lexical
• Syntactic
• Semantic
• Knowledge

• XATU: 1000 annotated data 
from 9 data sources, 4 tasks



Annotation Process

• LLM-in-the-loop annotation approach
• Generate candidates of fine-grained 

instructions and explanations using LLMs
• adding HTML tags

• Candidate Validation by Human
• human evaluation through the Appen platform
• random test examples so select annotators
• inter-annotator agreement of 80.27%



Annotation Process



Annotation Process



Benchmark Usage

• Difficulty level: Levenshtein distance

• Downstream Tasks:
• Edit representation modeling
• Automatic editing instruction generation
• Editing span prediction
• Explanation generation
• Evidence retrieval



Experimental Setup

• Baseline LLMs: GPT-3, GPT-4, T5, FLAN-T5, UL2, FLAN-UL2, LLaMa, 
Alpaca
• Evaluation: SARI scores (n-gram based metric)



Zero-shot Results

• GPT-4 demonstrates exceptional zero-shot editing performance
• Almost all models exhibit improvements when guided by the 

fine-grained instructions
• The underlying architecture (encoder-decoder vs. decoder-only) 

of language models significantly impacts the performance of 
different types of text editing tasks



Fine-tuning Results

• Few-shot fine-tuning is effective, even with a limited number of 
examples for text editing tasks (200 in this case)
• The instruction-tuned versions of LLM consistently outperform their 

base models. (Flan-T5 and Flan-UL2)



Discussion

• Fine-grained instruction models 
consistently outperform their 
coarse-grained counterparts.
• Alpaca demonstrates superior 

robustness



Discussion

• Effectiveness of instruction tuning in 
improving the performance of 
language models across different 
settings



Conclusion

• This paper introduces XATU, the first benchmark for explainable text 
updates with fine-grained instructions.

• XATU is a diverse benchmark covering a wide range of topics and text 
types and leverages high-quality data sources from various existing 
sources. 

• We compare existing open and closed instruction-tuned language models 
under both the zero-shot and fine-tuning settings and reveal their 
capabilities to edit text and follow instructions


