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 stores facts in the form of triples

 Triple (𝑒𝑒ℎ, 𝑟𝑟, 𝑒𝑒𝑡𝑡): (head entity, relation, tail entity)

 Knowledge graph 𝒢𝒢 = (ℰ,ℛ,ℱ)

 entity set ℰ

 relation set ℛ

 triple set ℱ

knowledge graph (KG)
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knowledge graph completion (KGC)
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 knowledge graphs are incomplete

 Freebase: approximately 71% of the persons lack information on their

birthplace; 75% of the persons lack information on their nationality.

 knowledge graph completion (KGC)

 predict missing facts in the KG
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Background Motivation Method Experiments

Generative PLM for KGC：

 focus on ranking stage to generate texts of the missing entity

 may require manual assistance to match the output texts with entities in KG

(Jackie Chan，played in movie,?) LLM

Police Story

Police Story 2013

Project A

CZ12: Chinese Zodiac

CZ12

Entity
set

Relation 
set

triple
set

……

text matching
KGoutputs
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Generative PLM for KGC re-ranking：

 mismatch: the generated text 
contains the candidate entity in KG, 
but in different textual.

 misordering: the correct answer is 
not predicted in the first position.

 omission: the output text fails to 
include all candidates, particularly the 
target one.

Background Motivation Method Experiments
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 KC-GenRe:  a knowledge-constrained generative reranking method

Background Motivation Method Experiments

1 mismatch

2 misordering

3 omission

outputting the order of option identifiers 
corresponding to these candidates

knowledge-guided interaction training method 

knowledge-augmented constrained inference method 
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Contributions：

 We propose KC-GenRe, a novel knowledge-constrained generative
re-ranking model, which is the first to utilize generative LLM for
KGC re-ranking as far as we know.

 We design knowledge-guided interactive training and knowledge-
augmented constrained inference methods to stimulate the
potential of generative LLMs and generate valid ranking of
candidates for KGC.

 Experiments on four datasets show that KG-GenRe outperforms
start-of-arts results, and extensive analysis demonstrates the
effectiveness of the proposed components. Datasets and codes have
been open sourced.
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 （1）Generative Re-ranking Formulation

 （2）Knowledge-guided Interactive Training

 （3）Knowledge-augmented Constrained Inference

Background Motivation Method Experiments
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 （1）Generative Re-ranking Formulation

Query:

 First stage (ranking)：KGE methods

 top-K predicted candidate entities

 corresponding scores

 Second stage (re-ranking): KC-GenRe

 Inputs:    

instruction template Tin，query sequence  xq， candidates sequence  xc

Background Motivation Method Experiments

Task instruction: ... output a ranking of these candidates.
Query: Jackie Chan played in movie ___ ?
Candidate answers:
A. Ip Man ?
B. King of Comedy ?
C. Police Story ?
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 （1）Generative Re-ranking Formulation

Query:

 First stage (ranking)：KGE methods

 top-K predicted candidate entities

 corresponding scores

 Second stage (re-ranking): KC-GenRe

 Outputs: ranking of option identifiers associated with candidates (instead 
of  their labeled name texts)

Background Motivation Method Experiments

Task instruction: ... output a ranking of these candidates.
Query: Jackie Chan played in movie ___ ?
Candidate answers:
A. Ip Man ?
B. King of Comedy ?
C. Police Story ?

C A B
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 （2）Knowledge-guided Interactive Training

 query-candidate interaction

 candidate-candidate interaction

Background Motivation Method Experiments
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 （2）Knowledge-guided Interactive Training

 query-candidate interaction

 candidate-candidate interaction

Background Motivation Method Experiments
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 （3）Knowledge-augmented Constrained Inference

 query-related prompt 

 candidate-supporting prompt

Background Motivation Method Experiments

 constrained option generation
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 （3）Knowledge-augmented Constrained Inference

 query-related prompt 

 candidate-supporting prompt

Background Motivation Method Experiments

 constrained option generation
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1. Datasets
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 Two curated KGs：Wiki27K，FB15K-237-N

 Two open KGs：ReVerb20K,  ReVerb45K

Background Motivation Method Experiments



2. Settings 
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 Hyperparameters

 Instruction templates

 Hardware: one A800 80G GPU

Background Motivation Method Experiments



3. Main results
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 KC-GenRe gains absolute improvements of 3.2% and 6.7% for MRR, 4.4% and 7.7% for 
Hits@1 on Wiki27K and FB15K-237-N compared to PKGC.

Background Motivation Method Experiments
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 KC-GenRe achieves higher performance than previous methods with improvements of 2.1% 
and 3.5% for MRR, 2.1% and 3.8% for Hits@1 on ReVerb20K and ReVerb45K, respectively.

Background Motivation Method Experiments

3. Main results



4. Ablation study 

23

 Compared to Base (KGE model without re-ranking) , KC-GenRe gains of 4.1%, 5.2%, 6.8% and 
9.0% in MRR on ReVerb20K, ReVerb45K, Wiki27K and FB15K-237-N respectively

Background Motivation Method Experiments

Reranking 
with LLM



5. Effects of reranking number K 
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 The model trained to rank the top-K candidates has the ability to rank beyond the top-K.
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6. Effects of candidate-candidate interaction 
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 The prediction performance is able to be improved after applying candidate-candidate 
interaction.
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7. Effects of Different LLMs 
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 Various LLMs exhibit varying levels of performance (the lift may be slight).
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8. Case study
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