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Existing commercial products

Character.AI Ai Utopia



Existing commercial products

Create your own character Chat with the character you create



Problems



Contributions

• We investigate the problem of characteristic AI agents construction via large language models  and propose 

a dataset named “Character100” for agent modeling and performance evaluation.

• We conduct characteristic AI agents construction  across different settings utilizing different techniques like 

zero-shot prompting, in-context learning, and fine-tuning on various LLMs.

• We introduce a set of evaluation metrics in terms of background knowledge consistency and character 

style consistency, which serve as essential tools for quantitatively assessing the performance of the 

constructed characteristic AI agents.

• Experimental results show that background knowledge consistency can be improved by techniques we 

propose and that there is room for improvement in style consistency.



Task Formulation

Name 𝑁

Profile 𝑃

Query 𝑄

Ground Truth Response 𝑅 Generated Response ෠𝑅



The proposed Character100 Dataset
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Background Knowledge Corpus

Step 1: Obtain the corpus



Background Knowledge Corpus

Step 2: Generate the question-answer pair



Background Knowledge Corpus

Step 3: Generate the question-answer pair

Basic

Questions

Additional

Questions

Testset Trainset



Utterance Style Corpus
• We first manually collect their interviews or speeches from various sources 

on the Internet. 

• Subsequently, the collected data undergoes a thorough process of 

preprocessing and cleaning based on heuristic rules.

• In the final step, the processed data from interviews and speeches are 

integrated into a unified corpus. 



Technical Modeling
• Zero-shot template
Imagine you are 𝑁, you need to role-play as she/he, and your basic 
information is as follows: 𝑃 Now you need to answer the query 𝑄, 
and as the person you need to role-play, your answer is:

• Few-shot/in-context learning template
Imagine you are 𝑁, you need to role-play as she/he, and your basic 
information is as follows: 𝑃
Example: Imaging you are 𝑁′, the basic information is 𝑃′ The query 
is 𝑄′ The answer to this query is 𝑅′

Now you need to answer the query 𝑄, and as the person you need to 
role-play, your answer is:



Technical Modeling
• Discriminator

Below is an instruction that describes a task, paired 
with an input that provides further context. Write a 
response that appropriately completes the request. 
### Instruction:
Based on the input, determine whose style of speaking 
this sentence is. Just give names, don't output other 
information. The outputs should be in the following 
format: <name>.
### Input:
𝑆
### Response:



Evaluation Metrics
• Background Knowledge Consistency

1. Lexical similarity

2. Semantic similarity

• Style Consistency

We use the discriminator we train to distinguish the style.



Results

The results of the seven models on the Character100 dataset in zero-shot and few-shot settings.

*SemanticSim means semantic similarity.



Results

The results of the open-source models fine-tuned by two training techniques on the Character100 dataset 

in zero-shot and few-shot settings.

*SemanticSim means semantic similarity.



Thank you for listening!


