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Knowledge Graph Completion

Ø Knowledge Graph Completion (KGC):

Ø Predict missing links to address the incompleteness of knowledge graphs.

Ø Challenges:  Limitations in text quality and incomplete graph structures.

Ø Lack sufficient entity descriptions.

Ø Rely solely on relationship names, resulting in a shallow understanding of relationship semantics. 

Ø Lack of structural information contained within long-tail entities leads to suboptimal results.

How to leverage the capabilities 
of LLMs to improve the graph 
learning?



MPIKGC

Ø Approach: We propose a general enhancement framework that addresses the limitations of 

contextual knowledge by leveraging multiple perspectives through querying LLMs.

Ø MPIKGC-E: Expanding entity descriptions using the reasoning capabilities of LLMs.

Ø MPIKGC-R: Understanding relationship semantics by leveraging the interpretive abilities of LLMs.

Ø MPIKGC-S: Enhancing structural information through the summarization capabilities of LLMs.



MPIKGC

Ø MPIKGC-E: 

Ø Design a Chain-of-Thought (CoT) prompt strategy, that enables LLMs to break down complex 

queries into different directions and generate descriptions step-by-step. 

Ø Instructs LLMs to implicitly query relevant information on their own, resulting in more efficient 

and extensive responses.



MPIKGC

Ø MPIKGC-R:

Ø Global: aims to deduce the significance of a relation from the perspective of the entire KG, 

thereby facilitating better association between two relations

Ø Local: intends to infer the relation's meaning from the triplet perspective, thereby enhancing 

comprehension and suggesting possible types of head/tail entities while predicting missing facts

Ø Reverse: entails LLMs to represent relations as verbs, and convert them to the passive voice



MPIKGC

Ø MPIKGC-S:

To convert the LLMs generative text into graph-based data, we utilize the summarizing capability of 

LLMs to extract relevant keywords from description, then calculate a matching score s between 

entities keywork:

where 𝑘! and 𝑘" denote the keywords of head/tail entities, respectively, and 𝑚 is the intersection of 𝑘!
and 𝑘" .



MPIKGC

Ø The enhanced KG obtained through the aforementioned techniques is utilized in multiple KGC 

models to improve the performance of link prediction and triple classification tasks.



Link Prediction results

Ø Experimental results demonstrate that this enhancement approach improves the performance of 

multiple KGC models. 



Triplet classification results

Ø The overall results indicate our framework can enhance the performance of various KGC models 

in both link prediction and triplet classification tasks.



Ablation Study

Ø Ablation of Multi-perspective Prompts.



Parameter Analysis

Ø Analysis of hype-parameter k and the self-loop setting on FB15k237



Ablation of Relation Understanding

Ø Combine MPIKGC-R Global & Local & Reverse



Comparison of LLMs

Ø Different LLMs as backbone for Data Augmentation



Conclusion

Ø MPIKGC: 
Ø Expanding the entity descriptions by designing Chain-of-Thought prompt

Ø Enhancing the understanding of relation by designing global, local, and reverse prompts

Ø As well as extracting the structural data via keywords summarization and matching

Ø Extensive Experiments on four KGC models:
Ø Link Prediction

Ø Triplet Classification

Ø Combination of Multi-perspective Prompts

Ø Parameter Analysis

Ø Combination of Relation Understanding

Ø Comparison of LLMs


