
When Your Cousin has the Right 
Connections: Unsupervised Bilingual 
Lexicon Induction for Related 
Data-Imbalanced Languages
Niyati Bafna, Cristina España-Bonet, Josef van Genabith, Benoît Sagot, 
Rachel Bawden



Unsupervised BLI i.e. what to do when you have

● 576 self-reported mother tongues, grouped into 121 
languages1

● 15-22 mid-resource languages with official status

● High demand

● Limited funding and interest in data collection
- Some monolingual data but not enough for good 

static/contextual embeddings

● Arabic continuum, Turkic continuum

1https://censusindia.gov.in/
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Lexical relationships between CRLs

● We work with the Indic dialect continuum

- 40+ closely related languages 

- High number of shared cognates with Hindi
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Method



Main Idea: Using Hindi MLMs to extract cognates

● Hindi MLM can do 

masked word 

prediction on LRL text

● Produced Hindi 

candidates may 

contain translation 

equivalents of masked 

LRL word
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Reranking

● MLM produces several candidates with probabilities

- May be semantically correct options that are not cognates/equivalents of source

● We rerank these using orthographic similarity to the source word

- Motivated by high percentage of cognates, spelling variants, and borrowings across these 

languages

- Assumes shared script
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Basic

● Reranks with normalized Levenshtein distance between source and target

● Treats all character substitutions equally 

● Treats all language pairs in the same way
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Rulebook: Learning Custom Levenshtein Matrices

● Learn a custom Levenshtein matrix using an EM approach1

● Iterative approach:

- (E-Step) Find new cognates based on existing char sub scores

- (M-Step) Estimate scores for char substitutions based on existing cognate list 

● Initialization:

- High prob to self transform (retention)

- Distribute prob mass to other chars

● Estimation:

- Score for single char pair: Frequentist prob.

- Score for cognate pair: Minimal operations list (product)

- Updating scores: increment counts

1Taken from (Bafna et al., 2022) 8



Priority Processing

● MLM will do better if it already knows most of the words in the sentence (i.e. they are in Hindi)

- Initially, we will rely on shared vocabulary

● Once we obtain a translation pair (b, h), we replace all instances of b in input LRL text with h

● We process input LRL (sentence, word) pairs in priority determined by percentage of 

shared/known words in the sentence

- May be shared vocabulary i.e. present in Hindi vocabulary

- Or LRL word for which we know the Hindi translation
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Examples
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Experimental Setup



Data

● Monolingual data from LoResMT (Ojha et al., 2020) : 
Bhojpuri, Magahi

● VarDial 2018 shared task data (Zampieri et al., 2018): 
Bhojpuri, Awadhi and Braj

● BHLTR project (Ojha, 2019): Bhojpuri
● BMM corpus (Mundotiya et al., 2021) : Maithili
● Wordschatz Leipzig corpus (Goldhahn et al., 2012): 

Maithili
● IndicCorp (Kakwani et al., 2020): Marathi
● (Lamsal, 2020): Nepali
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Models

● Need an HRL model that has *not* seen LRL data (since we want Hindi equivalents)

● MuRIL model and tokenizer (Khanuja et al., 2021) for Bhojpuri, Magahi, Awadhi, Maithili and Braj

- LRLs may benefit from other language data in pretraining corpus

● Hindi BERT and associated tokenizer (Joshi et al., 2023) for Marathi and Nepali
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Baselines

● Semi-supervised VecMap with CSLS (Artetxe et al., 2018)

- Identical words as seeds

- 100, 300 dimensional fastText embeddings

● CSCBLI (Zhang et al., 2021) - representative of methods using static and contextual embeddings

- Uses spring network to align non-isomorphic contextual embeddings

- Interpolates with static embeddings

- Comparable/superior results to other methods using contextual embeddings
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Evaluation Data



Evaluation lexicons

● For Marathi, Nepali, we use gold lexicons from IndoWordNet (Kakwani et al., 2020)

- Manually aligned to Hindi WordNet

● For Bhojpuri and Magahi, we create silver lexicons

- ~500 parallel sentences with Hindi  (Ojha, 2019)

- FastAlign with GDFA

- 2469 Bhojpuri entries, 3359 Magahi entries
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Evaluation of Silver Lexicons

● Manual evaluation of 150 entries : 90% entries are accurate

● Problems in the lexicon:

(1) Missing synonyms

(2) Missing female inflections, wrong inflections

(3) Errors with multiword equivalences

(4) Misc.
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Results and Discussion



Automatic Evaluation
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Automatic Evaluation

● We report P@2 (also P@1,3,5 in paper) 

- NIA: accuracy on non-identical pairs (since identical pairs are easy)

● VecMap and CSCBLI:

- Works best for Marathi (on frequent words, rare words, non-cognates) 

- Seemingly random predictions on other languages

● Basic, Rulebook give ~20 pt gains for Bhojpuri, Magahi

- Successful on cognate verbs and nouns, fail on functional words

- Can be confused by chance orthographic similarity

- Predict incorrect inflections
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Examples
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Manual Evaluation

● Manually examine 60 non-identical predictions from Bhojpuri test set

- 31.7% P@2 (automatic evaluation underestimates due to missing synonyms)

- 25% incorrect inflections 

- Rest unrelated words
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Released Lexicons

● Generated lexicons for Bhojpuri, Magahi, Maithili, 

Awadhi, Braj made available

● Silver evaluation lexicons for Bhojpuri and Magahi 

made available 

● https://github.com/niyatibafna/BLI-for-Indic-languages.
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Conclusion



Takeaways
● In extremely low-resource scenarios, embeddings-based approaches break completely
- And we need more robust and less data hungry approaches

● We can make LMs trained on a closely related cousin read LRL text and give us potential cognate 
equivalents for masked words

● We use further reranking tricks to filter candidates
- Relying on orthographic similarity - directly, custom Levenshtein matrices

● These approaches outperform embeddings-based approaches by a wide margin

● Plenty of work to be done to improve absolute performance in these scenarios

● Check out our released lexicons! 
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Thank you! :-)



Other things



More results

● No reranking (pick top MLM candidate)

- -15, -14 pts compared to Basic for Bhojpuri, Magahi
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Notes

● We do several iterations over the corpus since we have learnt new context words in the meantime

- May get better translations for previously processed LRL word

- We find that no new words are updated after ~3 iterations

● We use empirically determined thresholds for rerankers

- For a given input, we may find that all MLM candidates are bad

- In this case, we add nothing to the lexicon

● For Rulebook, initially source-target distributions are set to favour identity (0.5 probability mass)
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