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Introduction Task Definition

Joint relational triple extraction simultaneously identifies entities and their 
relations in text to create relational triples <Subject, Relation, Object>.

Calvin had a delicious lasagna near the University of Turin, Italy

ObjectRelationSubject

lasagnaEatCalvin



Introduction Related Works

 Sequence encoding method

 Parallel encoding method

Recent methods have explored three main categories:

 MHSM (Bekoulis et al., 2018b), CASREL (Wei et 
al.,2020), AT (Bekoulis et al., 2018a) 

 Graphrel (Fu et al., 2019), DYGIE++ (Wadden et 
al., 2019)

 Interactive encoding method

 RIN (Sun et al., 2020), MD-RNN (Wang and Lu,2020), 
 PFN (Yan et al., 2021), MGE (Xiong et al., 2022)



Introduction Contributions

 We present a novel synergetic interaction network that enables effective bi-
directional interaction between NER and RE sub-tasks by leveraging contextual 
association.

 Our proposed method leverages a cross-task attention mechanism to boost 

interaction between NER and RE sub-tasks, enhancing contextual comprehension 

and inference capabilities while ensuring efficient computational and memory use.

 The experimental results on three standard benchmarks indicate that our method 

performs better than state-of-the-art baselines.
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Introduction Model Overview



Introduction Input Layer

 Task-aware representation:

 the input sentence X of BERT encoder :
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IntroductionCross-task Attention Mechanism (CTAM)

 Representation combination between 
task-aware features: 

 Model the contextual associations 
between NER and RE:

 Output of CTAM with Layer normalization: 
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Introduction Entity Classifier

 is then fed to a Feed-forward Neural 
Network:

 The entity span representation:

 The input to entity classifier:

𝒊
𝒆

𝒊
𝒆

𝒊ା𝟏
𝒆

𝒋
𝒆

𝒊 𝒊
𝒆

𝒌
ᇱ
𝒄𝒍𝒔
𝒆 ]

𝒆
𝒏𝒆𝒓 𝒊

𝒆

𝒊



IntroductionMulti-label Relation Extraction

 The input to relation classifier:

 The relation span’s embeddings:

 The local context, c(s1, s2), is derived from 
BERT embeddings of tokens between two 
entity spans using max pooling.

 and are passed to the relation 
classifier: 
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IntroductionDatasets & Evaluation Metrics

 Datasets

- ACE04, ACE05 (Walker et al., 2005)
- SciERC (Luan et al., 2018)

 Evaluation Metrics

- micro F1-score
- One evaluation metric for NER

 Ent: requires both correct type and boundary.
- Two evaluation metrics for RE

 Boundaries evaluation (Rel): considers a triple prediction correct only if 
the predicted relation and the boundaries of two spans are correct.

 Strict evaluation (Rel+):  requires predicted entity types to be correct in 
addition to satisfying the conditions of the boundaries evaluation.



Introduction Main Results



Introduction Ablation Study

 Effects of synergetic interaction
- Base: Directly feed the output from the BERT 

encoder into the entity and relation classifiers 
without additional encoding or interaction.

- Base+TAP: 𝒄𝒍𝒔
𝒆 and 𝒄𝒍𝒔

𝒓 , generated by the TAP, 
are utilized for NER and RE respectively.

- Base+TAP+CTAMNER: 𝒉𝒄𝒍𝒔
ᇱ𝒆 obtained from CTAM, and 

𝒉𝒄𝒍𝒔
𝒓 obtained from TAP are leveraged for NER and RE 

respectively.

- Base+TAP+CTAMRE: 𝒉𝒄𝒍𝒔
𝒆 obtained from TAP, and 𝒉𝒄𝒍𝒔

ᇱ𝒓

obtained from CTAM are leveraged for NER and RE 
respectively.

- Base+TAP+CTAM: 𝒉𝒄𝒍𝒔
ᇱ𝒆 and 𝒉𝒄𝒍𝒔

ᇱ𝒓  obtained from CTAM 
are leveraged for NER and RE respectively.



Introduction Case Study

 Visualization

- In-triple entities: Entities and relations that 
form a valid relational triple, representing a 
meaningful relationship within the context.

golden triple:
<"his", "PER-SOC", "buddies">
<"Virginia", "PART-WHOLE", "schools">

- Out-of-triple entities: Entities may be 
semantically linked in the text but do not 
form a valid relational triple.



Introduction Model Efficiency

 Efficiency

Comparison of model efficiency on Sci-ERC (SciBERT) and ACE05 (ALBERT-xxlarge-v1).
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Introduction Future Work

 We will further optimize the effect of SINET in relational triple extraction 
and its computational efficiency, striving for the best balance between 
performance and efficiency.

 We attempt to apply and improve Cross-task Attention Mechanism to 
more NLP tasks, such as the Aspect Sentiment Triplet Extraction (ASTE) 
task and other interactive tasks.



THANKS FOR YOUR LISTENING

 Code available at  https://github.com/AONE-NLP/RTE-SINET
 If you have problem, feel free to send email to 

runlin@uestc.edu.cn, qliu@uestc.edu.cn
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