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1.1 What is counterfactual generation and what is it used for?
— ) : : ST )
/—[ Training Data | ~ /—[ Possible Spurious Correlations in Training Data | ~
Nolan’s films always surprise me. ——> positive Nolgn s films always surprise me. pOSi‘[lVG
Really enjoy Nolan's films. —> positive Really enjoy N_o}an s films. p OSi’[lVG
\_ ) _ o e i - )
(a) Original training data. (b) Spurious correlations due to the frequent occurrence of
certain sentiment-irrelevant words, which we do not expect.
) : )
/—[ Generated Counterfactual Data | ~ Counterfactual Data Augmentation | ~
Nolan’s films always disappoint me. —> negative Nolan’s films always disappoint me. —> negative
: Really hate Nolan's films. B ti
Really hate Nolan's films. — negative v et HeBalve
L ) Nolan’s films always surprise me. —> positive
(c) Generated counterfactual data. L Really enjoy Nolan's films. > positive )

(d) We can mix the counterfactual data with the original data,
which can make the model focus on sentiment-relevant words.
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1 Introduction

1.2 Causal theory foundation

» We can analyze the spurious correlations in data using
the Structural Causal Model (SCM).

» The spurious correlations (X7 < C — Y) can be due to
the annotation bias. For example, we only collect the
annotated data from Nolan s fans.

» Counterfactual generation and augmentation are used

for the intervention operation in Figure 1(b), which can
“cut” the spurious correlations.
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(b)

i X: Input Sample (x0) Causal Words of Input X surprise
Nolan's films always surprise me.

@ Context Words of Input X
Nolan, 5, films, always, me. @ Confounder “Annotation bias”

Sentiment Polarity Positive

Figure 1: (a) Structural causal model of the Sentiment Analysis (SA)
task, (b) Counterfactual generation is used for the intervention

operation to X7 to eliminate spurious correlations in the data.



2 Evaluation Framework

2.1 Evaluation Framework

@ Causal Term Identification

Sentence: "Nolan’s films always surprise me."
kPolarity: "positive"

Prompt for LLMs

Instruction: The first step is to identify the words in the given
sentence that have the highest potential to change the sentiment
\polarity after substitution, known as the causal words.

A

Causal Term: "surprise"

Context: "Nolan’s films always _ me."

_/

J/

Original Data
Sentence: "Nolan'’s films always surprise me."
Polarity: "positive"

Counterfactual Data

Sentence: "Nolan’s films always disappoint me."
Polarity: "negative"

(©) Label-Controlled Text Infilling

- T T T T ]

Target Label
Target Counterfactual Polarity: "negative"

Context: "Nolan’s films always _ me."

Prompt for LLMs

Instruction: The second step is to select appropriate replacement
words for the causal words that will change the sentiment polarity of
the sentence to the desired polarity.

A 4

Counterfactual Data
Sentence: "Nolan’s films always disappoint me."
Polarity: "negative"

Named Entity Natural Language Sentiment

Relation

Inference

.06 oW CF N 0G NP= CF SN 0G o CF W OG
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Polarity: "positive"

Sentence: "Nolan’s films always surprise me."

K 2

Analysis

Polarity: "negative"

Sentence: "Nolan’s films always disappoint me.'

Hypothesis Sentence: “The men riding together.”

Premise Sentence: “A group of men riding bicycles in a line.”

Relation between the Premise and the Hypothesis: entailment

|\

K 2

Hypothesis Sentence: “The men riding horses.”

Premise Sentence: “A group of men riding bicycles in aline.”

Relation between the Premise and the Hypothesis: contradiction)

/

N
8 Sentence: “Apple was founded in 1978
:*é' Entities: {“organization”: [“Apple”]} )
o) = S
S Sentence: “Google was founded in 1978.”
g’é Entities: {“organization”: [“Google”]} )
N
Sentence: “the key is moved into a chest.”
o Head Entity: “key”; Tail Entity: “chest”
-8 Relation between the head and tail entity: “entity-destination” )
Q 2
<
<;:<‘- Sentence: “ the key is from a chest.” A
@ Head Entity: “key”; Tail Entity: “chest”
Relation between the head and tail entity: “entity-origin” J

Figure 2: Left: The proposed framework for evaluating counterfactuals generated by LLMs (SA task). Right: Original
(OG) samples and generated counterfactual (CF) samples on SA, NLI, NER and RE tasks.
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3 Evaluation of LLMs as the Counterfactual Generator
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3.1 Evaluation Settings

Datasets

» SST-2 and IDMB for the SA task

» SNLI and MNLI for the NLI task

» CoNLL2003 and OntoNotesV5 for the NER task
» SemEval2010 and TACRED for the RE task

Few-shot Settings
» Spurious correlations are particularly prevalent in few-shot settings.
» We conduct experiments using randomly sampled {5,10,20,50} shot training set on each dataset.

Compared Methods
» LLMs: The performance of LLMs themselves.
» SLMs (Original): The original few-shot performance of SLMs via the BERT-based or BART-based fine-tuning methods.

» SLMs (Internal knowledge augmented): The augmented SLMs with counterfactual data generated by internal knowledge
tailored methods.

» SLMs (LLMs augmented): The augmented SLMs with counterfactual data generated by LLMs.
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3 Evaluation of LLMs as the Counterfactual Generator
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3.2 Strengths of LLMs for counterfactual generation

Observations —— LLMs SLMs (Original) SLMs (Internal knowledge augmented) —— SLMs (LLMs augmented)

» The counterfactual samples generated SA (SST-2) NLI (SNLT) NER (CoNLLO3) RE (SemEval)
by LLM on the SA, NLI, and NER

tasks all improve the performance of
SLMs.

I
|
|

Accuragcy (%)
i@
Accu;acyoog%)
\
F1 Sgcoreg(%)
F1 SC%OI‘G gﬂa)

©
o

o—A— A\
70 0 i 40
30
> In most Cases, LLM_generated 5 10 20 50 5 10 20 50 5 10 20 50 5 10 20 50
counterfactuals can improve the SA (IMDB) NLI (MNLI) NER (OntoNotes) RE (TACRED)
g0 — =\ 70 k\A‘—A/’A 60
performance of SLMs more than well- & 9 S s S
~ ~ 60 ~ ~
designed internal counterfactual 3 % 2 0 50 o 2
g . § 7 C/‘/o—”o § . / 8 . 8 A\
generation methods. 3 10 3 Dl T 2 ®°
Q Q 40 40 ~
< 45 < N L 15
35
5 10 20 50 5 10 20 50 5 10 20 50 5 10 20 50
Shots Shots Shots Shots

Figure 3: Performance comparison under few-shot settings. The LLMs refer to GPT-3.5. The

results of SLMs are obtained by averaging the performance of BERT-based and BART-based
fine-tuned models.
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3 Evaluation of LLMs as the Counterfactual Generator

3.3 Weaknesses analysis of LLMs for counterfactual generation

3.3.1 The quality of generated counterfactuals is bounded by LLMs’ task-specific performance

Metric Score (%)

SA  SA

Figure 4: Task-specific performance (left) of LLMs and augmentation effects on

SLMs (right).
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NLI
SST-2 IMDB SNLI MNLI CoNLL Onto. Sem.
Datasets

—— GPT-3.5

—o— BERT (Original)
—o— BERT (GPT-3.5 Aug.)

NLI  NER

NER

RE

RE

TAC.

Metric Score (%)

10-

LIS,

[0 Augmentation effect
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3 Evaluation of LLMs as the Counterfactual Generator

3.3 Weaknesses analysis of LLMs for counterfactual generation

3.3.2 LLMs fail to fully consider entity constraints when generating counterfactuals for RE

F
A
A: Inconsistency with Commonsense
B: Reversed Order of Head Tail Entities
< E C: Entity-Relation Misalignment
49 D: Entity Missing Case of Type B The flight departs from an airport on territory of a member state to which the Treaty applies. Entity-Origin
34% D W= E: Other Errors Counterfactual The flight arrives at an airport on the territory of a member state to which the Treaty applies.  Destination-Entity
B 17% Pt le el s Case of Type C  The woods that furnish the best charcoal for painters are the beech and vine. Instrument-Agency
Counterfactual The beech and vine are the origin of the best charcoal for painters . Entity-Origin
C
Figure 5: Reasons that lead to unreasonable Table 1: Cases corresponding to the left figure.

counterfactuals and corresponding proportions.
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3 Evaluation of LLMs as the Counterfactual Generator

3.3 Weaknesses analysis of LLMs for counterfactual generation

3.3.3 Selection bias in LLMs undermines counterfactual generation for the RE task

» LLMs prefer to choose more
abstract relation types as the target
counterfactual ones such as “Entity-
Origin”.

> Such selection bias leads to a
serious imbalance of labels in the

generated counterfactual sample set.
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(a) Original-Counterfactual Relation Transfer
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(b) Number of Hypernyms

o 13 [EE} Entity-Origin (27.8)- 1 [JEI
0 19 " Entity-Destination (15.4) - “
0 04 21 6 Message- TOplC OF ¢+ | 5
0 0 20 5 Member-Collection (7.8) n '
0 13 8 4 Content-Container (8.9) -
o o ESN N Cause-Effect (8.9) nn
0 02 22 _, Product-Producer (6.6) -
o o &Y . Instrument-Agency (3.2) n“
0 (18 0 P Component-Whole (5.9) nn
&OQ Q*O 0* Head Tail

Counterfactual Relation

Figure 6: (a) Visualization of original-counterfactual relation transfer frequency. The

number represents the frequency of the corresponding transition every 100 samples. (b)
Visualization of the number of hypernyms for each head and tail concept. The number in ()
represents the average frequency of being the target counterfactual relation for every 100

samples.
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4 What Affects LLMs for Counterfactual Generation? |
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4.1 Intrinsic properties of LLMs

—— SST-2 (SA) IMDB (SA)  —— SNLI (NLI) MNLI (NLI)

(a) Llama-2 Series (b) Llama-2-chat Series

1) Increasing parameter size cannot improve

. 80
counterfactual generation of LLMs 70

/ 70

60

60 T

2) Alignment techniques (such as reinforcement 50

Average Accuracy of SLMs (%)

learning from human feedback) may help i ol
improving counterfactual generation of LLMs. e 1
7b 13b 70b 7b 13b 70b
Parameter Size of LLMs Parameter Size of LLMs

Figure 7: Performance comparison of counterfactually augmented SLMs. The
counterfactuals are generated by Llama-2 (left) and Llama-2-chat (right, the
aligned ones) series with different parameter sizes.
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4 What Affects LLMs for Counterfactual Generation? 2024

4.2 Impact of prompt designing

1) Task guidelines are critical for counterfactual generation

2) Chain-of-thought does not always help

3) Even unreasonable demonstration can yield reasonable counterfactuals

The audience can find details in the paper.
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5 Conclusion and Future Work
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Conclusion

» This paper presents the first evaluation framework and a systematical empirical study on the capability of LLMs in generating
counterfactuals.

» Experimental results on four typical NLU tasks including SA,NLI, NER, and RE demonstrate that LLMs can generate satisfactory
counterfactuals in most cases.

» However, LLMs also have their weaknesses when dealing with complex tasks like RE due to the ignorance of entity constraints and
inherent selection bias. (Future directions)

Future Work

» Exploring how to incorporate human-defined principles to generate higher-quality counterfactuals, including in the LLM alignment
phase or in the prompt design phase.

» Exploring broader applications of LLM-generated counterfactuals beyond data augmentation.

» Exploring the intrinsic mechanism of LLM in performing counterfactual generation or counterfactual inference.
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Thanks for Watching!

Presenter: Yongqi Li
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