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words in image descriptions

How well can visio-linguistic 
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Visio-Linguistic Probing

Subjectivity

> A large woman with long pink hair dressed in black [...]

> A woman with pink hair dressed in black talks to a man.

> A girl with bright red - hair and black clothes is posing [...]

> A red - haired woman in black is posing for a man [...]

> A man wearing a [...] neon green safety vest [...]

> A young, male adult wearing [...] a green reflective vest, [...]

> A worker in a yellow vest stands on train tracks.

> A person in a bright yellow vest and hard hat [...]

> Little girl in kitchen, kissing a fluffy orange cat.

> The little girl is kissing the brown cat.

> A young girl standing next to a yellow cat [...]

> A child wearing a yellow shirt is jumping up and down.

> A child wearing a yellow Doritos shirt jumps up [...]

> A boy wearing an orange Doritos jersey jumps up in the air.

> A boy wearing an orange shirt and brown shorts is jumping.

> A boy wearing an orange doritos shirt looks like [...]

> Four men leaning over a green fence and smiling .

> Four men are outside looking down over the green bridge [...]

> Four men [...] standing near a blue handrail smiling [...]

> A group of men are standing beside a blue railing for a picture.

> The brown dog is standing on the sandy beach .

> Light brown dog running towards something at the beach .

> A gray colored dog walks in wet sand at a beach .

> The large gray colored dog is jumping on the beach .

> A gray dog plays in the sand at the ocean .

Figure 10: Examples of annotators describing the same element in the same Flickr30k image with a different color
name. This is the effect of what we describe as subjectiveness in Section 3.
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Figure 9: Examples of white color constancy. The respective objects seem white in the context of the image. Picking
their RGB color values shows that this is actually not the case. We pair these hues with very similar ones from
different images, where they are described with a color name other than white. Overall, these are examples of how
the terms humans use to describe color in photographs are not always consistent with how the respective color
appears in isolation. This is what we describe as the effect of context in Section 3.
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Figure 2: Overview of the structure of EViL-Probe (left) and the properties of different evaluation possi-
bilities (right). Our preferred metric paired accuracy is non-relative, takes the correspondence between
the two texts in a probe into account and can accommodate positive probes.

Category # Datasets # Images # Triples Example: Text 1 (matches respective image) Example: Text 2

Negative Probes

Attribute 6 29289 72426 The lace gown and the large painting. The large gown and the lace painting.
Color 2 36656 75102 silver sculpture bright yellow sculpture
Image Type 1 414 414 An oil painting of car. A pencil sketch of car.
Negation 3 1590 2647 There are people in the water. There are no people in the water.
Noun 8 36656 493829 An animal sits in a meadow. A girl sits in a meadow.
Number 7 8554 11318 There are 5 players. There are 6 players.
Random 2 6000 30010 A bunch of bananas are sitting on the stand. The airplane has begun its ascent in the skies.
Semantic Role 1 1028 1028 A woman bites her shoe. A shoe bites a woman.
Spatial Relation 5 19721 56776 The bowl is on the plate. The plate is on the bowl.
Verb 7 144322 272557 A woman is riding a horse. A woman is feeding a horse.
Video-based 3 487048 487048 Spread the dough out in the pan. Sprinkle garlic powder on the crust.
Word Order 1 708 708 A person underneath lights. Lights underneath a person.

Positive Probes

Hypernyms 1 633 1232 A car smashed into a tree. A vehicle smashed into a tree.
Paraphrase 2 534 534 Flat on the bottom and pointy on top. Flat bottom and pointed top.
Perspective 3 1499 59580 A professional baseball player in a game. He is playing baseball.
Specificity 1 369 369 A photo of dog wearing a scarf. A photo of dog.
Word Order 1 91 127 Someone bakes the dough before it is eaten. Before the dough is eaten someone bakes it.
Slang 1 417 608 There are two people and three windows. There are two peeps and three windows.

Table 1: Data in EViL-Probe. For statistics on individual datasets see Table 5 in the Appendix.

datasets. We also incorporate the verb subsets
from SVO Probes, ComVG and Nikolaus et al.
(2022). In addition, we use the action replacement
examples from the VALSE (Parcalabescu et al.,
2022) benchmark. As a special case of verb un-
derstanding, we include the VALSE actant swap
probes to probe semantic role comprehension.

To probe negation understanding, we include
the existence and coreference67 examples from
the VALSE benchmark.

VALSE also includes relation probes, which we
use as part of our probes targeting spatial rela-
tions. On top of these, we also include the rela-

6We merge the standard and hard split.
7These are of the form Statement. Question?

Yes/No. This format is intended to require resolution
between question and statement to determine whether
the yes/no assessment is correct. However, our exper-
iments (see Appendix A.5) show that they do not really
require resolution. Therefore, we also include a version
where they are reduced to just Question? Yes/No.

tion probes from ARO (Yuksekgonul et al., 2023),
EQ-Kubric (Wang et al., 2023) and VL-Checklist.
Further, we add the probes from the Visual Spatial
Reasoning dataset (Liu et al., 2023).

Another category we base off of VALSE are
number probes. We use their plurals, adversarial,
balanced and small numbers counting probes. In
addition, we incorporate the the standard and hard
splits of Parcalabescu et al. (2021) and the count-
ing examples from EQ-Kubric. Note that these
number-based probes follow the Gricean maxim of
quantity (Grice, 1975): In a strictly logical sense,
an image showing three girls sitting on a bench
would still be correctly described as two girls sit-
ting on a bench. However, as the sentence bears
the implicature of not more than two girls, such a
description would be considered uncooperative.

A special group of examples are formed by the
EQ-AG, EQ-GEBC, and EQ-YouCook2 subsets of
EqBen (Wang et al., 2023). These are all based on
videos and derive probes from different frames of

MATCH

MATCH

MISMATCH EViL-Probe: 
1.5M Examples

LREC-Coling 2024



Slide

CATALPA

9

EViL-Probe

LREC-Coling 2024



Slide

CATALPA

10

Positive Probes

Hypernym

Paraphrase

Slang

Specificity

Perspective

Word Order

LREC-Coling 2024



Slide

CATALPA

LREC-Coling 202411

Negative Probes Color

Random

Attribute

Verb

Word Order

Semantic Role

Negation

Video-based

Noun

Number

Spatial Relation

Image Type



Slide

CATALPA

12

Evaluation: Paired Accuracy

Ground Truth Prediction
match
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3

7

accept

reject

) Same individual classification statistics

) Difference in correctly separated descriptions

Model A

3 3 3 7 7

3 3 7 7 7

Accinstance = 6
10 = 0.6

Accpaired = 1
5

= 0.2

Model B

3 3 7 3 7

7 7 3 3 7

Accinstance = 6
10 = 0.6

Accpaired = 2
5

= 0.4

Figure 4: Each square represents a tuple of an image and a description. The respective upper and lower tuple share
the same image, but differ in its description of it. While the description in the upper tuple matches the image, the one
in the lower tuple differs in a color word and is therefore a mismatch. The two hypothetical models both correctly
recognize three matches and three mismatches. This means that they have identical accuracy, precision and recall.
When accuracy is however calculated on the basis of pairs of tuples (white rectangles), it becomes apparent that
model B is superior in separating the matching from the mismatched description of an image.

Figure 5: Hues in the Flickr30k subset that are described
as white, black (top), yellow, orange, red, pink, purple
(middle), blue, green, brown or gray (bottom).

nature of the tuples. This is visualized in Figure 4,
where each square represents a tuple. Looking at
the two hypothetical model predictions, both mod-
els achieve the same exact accuracy, precision and
recall. To quantify how often a model both accepts
the matching description and rejects the altered
one, we calculate the pair-wise accuracy. This
reveals a difference between the two models, as
it shows model B to separate the tuples more ac-
curately. Since this paired evaluation creates four
possible outcomes for each probe, i.e. each pair of
tuples, a random baseline would reach a pair-wise
accuracy of .25.

5 Analysis

We first analyze the shades corresponding to color
names in Flickr30k, then establish a language-
only baseline, and finally probe a number of visio-
linguistic models.

5.1 Color Naming in Flickr30k
As discussed in Section 3, the names people use to
describe colors are not necessarily consistent with

the actual RGB values, because they can vary due
to context or subjectivity. To gauge to what extent
this is the case in our probes, we manually pick
the RGB values of the objects that are described in
the Flickr30k subset of Rainbow . In doing this,
we pick the color of a pixel that is representative
of the overall appearance of the respective object.
An overview of the resulting values is shown in
Figure 5, which reveals the range of shades covered
by the respective color names. Very similar or
even the same shades sometimes appear in different
patches of the Figure. This is partly due to context,
i.e. the same hue appearing different to the human
eye depending on the contrast in which it occurs. In
other cases, this is the result of multiple annotators
describing the same object in the same image with
a different color name. We can therefore conclude
that the aspects discussed in Section 3 do influence
the color names that occur in human descriptions
of photographs. For examples of the influence of
white color constancy and subjective naming of the
same hue see Figures 9 and 10 in the Appendix,
respectively.

5.2 Language-Only Baseline

In our systematic replacement of colors, we can not
control for the interplay of colors with the things
they describe. There will be cases where these
are linked, such as blue sky or an orange safety
vest. Replacing these colors can skew the likeli-
hood of a description matching an image, merely
because the description alone is unlikely. To assess
to which extent such language clues are present
in Rainbow , we calculate a language-only base-
line. As visio-linguistic models usually build on
the Transformer (Vaswani et al., 2017) architecture,
we use a BERT (Devlin et al., 2019) model for this

2 descriptions of the same image (1 match, 1 mismatch)
 processed as 2 separate classifications

accpaired = 2/5 = 0.4

1 probe = 
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nature of the tuples. This is visualized in Figure 4,
where each square represents a tuple. Looking at
the two hypothetical model predictions, both mod-
els achieve the same exact accuracy, precision and
recall. To quantify how often a model both accepts
the matching description and rejects the altered
one, we calculate the pair-wise accuracy. This
reveals a difference between the two models, as
it shows model B to separate the tuples more ac-
curately. Since this paired evaluation creates four
possible outcomes for each probe, i.e. each pair of
tuples, a random baseline would reach a pair-wise
accuracy of .25.

5 Analysis

We first analyze the shades corresponding to color
names in Flickr30k, then establish a language-
only baseline, and finally probe a number of visio-
linguistic models.

5.1 Color Naming in Flickr30k
As discussed in Section 3, the names people use to
describe colors are not necessarily consistent with

the actual RGB values, because they can vary due
to context or subjectivity. To gauge to what extent
this is the case in our probes, we manually pick
the RGB values of the objects that are described in
the Flickr30k subset of Rainbow . In doing this,
we pick the color of a pixel that is representative
of the overall appearance of the respective object.
An overview of the resulting values is shown in
Figure 5, which reveals the range of shades covered
by the respective color names. Very similar or
even the same shades sometimes appear in different
patches of the Figure. This is partly due to context,
i.e. the same hue appearing different to the human
eye depending on the contrast in which it occurs. In
other cases, this is the result of multiple annotators
describing the same object in the same image with
a different color name. We can therefore conclude
that the aspects discussed in Section 3 do influence
the color names that occur in human descriptions
of photographs. For examples of the influence of
white color constancy and subjective naming of the
same hue see Figures 9 and 10 in the Appendix,
respectively.

5.2 Language-Only Baseline

In our systematic replacement of colors, we can not
control for the interplay of colors with the things
they describe. There will be cases where these
are linked, such as blue sky or an orange safety
vest. Replacing these colors can skew the likeli-
hood of a description matching an image, merely
because the description alone is unlikely. To assess
to which extent such language clues are present
in Rainbow , we calculate a language-only base-
line. As visio-linguistic models usually build on
the Transformer (Vaswani et al., 2017) architecture,
we use a BERT (Devlin et al., 2019) model for this

accpaired = 2/5 = 0.4
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names in Flickr30k, then establish a language-
only baseline, and finally probe a number of visio-
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to context or subjectivity. To gauge to what extent
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the RGB values of the objects that are described in
the Flickr30k subset of Rainbow . In doing this,
we pick the color of a pixel that is representative
of the overall appearance of the respective object.
An overview of the resulting values is shown in
Figure 5, which reveals the range of shades covered
by the respective color names. Very similar or
even the same shades sometimes appear in different
patches of the Figure. This is partly due to context,
i.e. the same hue appearing different to the human
eye depending on the contrast in which it occurs. In
other cases, this is the result of multiple annotators
describing the same object in the same image with
a different color name. We can therefore conclude
that the aspects discussed in Section 3 do influence
the color names that occur in human descriptions
of photographs. For examples of the influence of
white color constancy and subjective naming of the
same hue see Figures 9 and 10 in the Appendix,
respectively.

5.2 Language-Only Baseline

In our systematic replacement of colors, we can not
control for the interplay of colors with the things
they describe. There will be cases where these
are linked, such as blue sky or an orange safety
vest. Replacing these colors can skew the likeli-
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because the description alone is unlikely. To assess
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Figure 2: Overview of the structure of EViL-Probe (left) and the properties of different evaluation possi-
bilities (right). Our preferred metric paired accuracy is non-relative, takes the correspondence between
the two texts in a probe into account and can accommodate positive probes.

Category # Datasets # Images # Triples Example: Text 1 (matches respective image) Example: Text 2

Negative Probes

Attribute 6 29289 72426 The lace gown and the large painting. The large gown and the lace painting.
Color 2 36656 75102 silver sculpture bright yellow sculpture
Image Type 1 414 414 An oil painting of car. A pencil sketch of car.
Negation 3 1590 2647 There are people in the water. There are no people in the water.
Noun 8 36656 493829 An animal sits in a meadow. A girl sits in a meadow.
Number 7 8554 11318 There are 5 players. There are 6 players.
Random 2 6000 30010 A bunch of bananas are sitting on the stand. The airplane has begun its ascent in the skies.
Semantic Role 1 1028 1028 A woman bites her shoe. A shoe bites a woman.
Spatial Relation 5 19721 56776 The bowl is on the plate. The plate is on the bowl.
Verb 7 144322 272557 A woman is riding a horse. A woman is feeding a horse.
Video-based 3 487048 487048 Spread the dough out in the pan. Sprinkle garlic powder on the crust.
Word Order 1 708 708 A person underneath lights. Lights underneath a person.

Positive Probes

Hypernyms 1 633 1232 A car smashed into a tree. A vehicle smashed into a tree.
Paraphrase 2 534 534 Flat on the bottom and pointy on top. Flat bottom and pointed top.
Perspective 3 1499 59580 A professional baseball player in a game. He is playing baseball.
Specificity 1 369 369 A photo of dog wearing a scarf. A photo of dog.
Word Order 1 91 127 Someone bakes the dough before it is eaten. Before the dough is eaten someone bakes it.
Slang 1 417 608 There are two people and three windows. There are two peeps and three windows.

Table 1: Data in EViL-Probe. For statistics on individual datasets see Table 5 in the Appendix.

datasets. We also incorporate the verb subsets
from SVO Probes, ComVG and Nikolaus et al.
(2022). In addition, we use the action replacement
examples from the VALSE (Parcalabescu et al.,
2022) benchmark. As a special case of verb un-
derstanding, we include the VALSE actant swap
probes to probe semantic role comprehension.

To probe negation understanding, we include
the existence and coreference67 examples from
the VALSE benchmark.

VALSE also includes relation probes, which we
use as part of our probes targeting spatial rela-
tions. On top of these, we also include the rela-

6We merge the standard and hard split.
7These are of the form Statement. Question?

Yes/No. This format is intended to require resolution
between question and statement to determine whether
the yes/no assessment is correct. However, our exper-
iments (see Appendix A.5) show that they do not really
require resolution. Therefore, we also include a version
where they are reduced to just Question? Yes/No.

tion probes from ARO (Yuksekgonul et al., 2023),
EQ-Kubric (Wang et al., 2023) and VL-Checklist.
Further, we add the probes from the Visual Spatial
Reasoning dataset (Liu et al., 2023).

Another category we base off of VALSE are
number probes. We use their plurals, adversarial,
balanced and small numbers counting probes. In
addition, we incorporate the the standard and hard
splits of Parcalabescu et al. (2021) and the count-
ing examples from EQ-Kubric. Note that these
number-based probes follow the Gricean maxim of
quantity (Grice, 1975): In a strictly logical sense,
an image showing three girls sitting on a bench
would still be correctly described as two girls sit-
ting on a bench. However, as the sentence bears
the implicature of not more than two girls, such a
description would be considered uncooperative.

A special group of examples are formed by the
EQ-AG, EQ-GEBC, and EQ-YouCook2 subsets of
EqBen (Wang et al., 2023). These are all based on
videos and derive probes from different frames of
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EqBen (Wang et al., 2023). These are all based on
videos and derive probes from different frames of

Ranking-Based Evaluation

Alignment Score (i, t1)

Alignment Score (i, t2)
Accranked

Classification-Based Evaluation

Classification (i, t1)

Classification (i, t2)

Acc/P/R

Accpaired

i

Two dogs sitting
on a bench.t1

Two cats sitting
on a bench.t2

Two animals sitting
on a bench.t2

pairs of
minimally
different

texts

negative probe

positive probe

Desired Properties

Works with positive probesRespects text correspondenceNot anchored on another text

Figure 2: Overview of the structure of EViL-Probe (left) and the properties of different evaluation possi-
bilities (right). Our preferred metric paired accuracy is non-relative, takes the correspondence between
the two texts in a probe into account and can accommodate positive probes.

Category # Datasets # Images # Triples Example: Text 1 (matches respective image) Example: Text 2

Negative Probes

Attribute 6 29289 72426 The lace gown and the large painting. The large gown and the lace painting.
Color 2 36656 75102 silver sculpture bright yellow sculpture
Image Type 1 414 414 An oil painting of car. A pencil sketch of car.
Negation 3 1590 2647 There are people in the water. There are no people in the water.
Noun 8 36656 493829 An animal sits in a meadow. A girl sits in a meadow.
Number 7 8554 11318 There are 5 players. There are 6 players.
Random 2 6000 30010 A bunch of bananas are sitting on the stand. The airplane has begun its ascent in the skies.
Semantic Role 1 1028 1028 A woman bites her shoe. A shoe bites a woman.
Spatial Relation 5 19721 56776 The bowl is on the plate. The plate is on the bowl.
Verb 7 144322 272557 A woman is riding a horse. A woman is feeding a horse.
Video-based 3 487048 487048 Spread the dough out in the pan. Sprinkle garlic powder on the crust.
Word Order 1 708 708 A person underneath lights. Lights underneath a person.

Positive Probes

Hypernyms 1 633 1232 A car smashed into a tree. A vehicle smashed into a tree.
Paraphrase 2 534 534 Flat on the bottom and pointy on top. Flat bottom and pointed top.
Perspective 3 1499 59580 A professional baseball player in a game. He is playing baseball.
Specificity 1 369 369 A photo of dog wearing a scarf. A photo of dog.
Word Order 1 91 127 Someone bakes the dough before it is eaten. Before the dough is eaten someone bakes it.
Slang 1 417 608 There are two people and three windows. There are two peeps and three windows.

Table 1: Data in EViL-Probe. For statistics on individual datasets see Table 5 in the Appendix.

datasets. We also incorporate the verb subsets
from SVO Probes, ComVG and Nikolaus et al.
(2022). In addition, we use the action replacement
examples from the VALSE (Parcalabescu et al.,
2022) benchmark. As a special case of verb un-
derstanding, we include the VALSE actant swap
probes to probe semantic role comprehension.

To probe negation understanding, we include
the existence and coreference67 examples from
the VALSE benchmark.

VALSE also includes relation probes, which we
use as part of our probes targeting spatial rela-
tions. On top of these, we also include the rela-

6We merge the standard and hard split.
7These are of the form Statement. Question?

Yes/No. This format is intended to require resolution
between question and statement to determine whether
the yes/no assessment is correct. However, our exper-
iments (see Appendix A.5) show that they do not really
require resolution. Therefore, we also include a version
where they are reduced to just Question? Yes/No.

tion probes from ARO (Yuksekgonul et al., 2023),
EQ-Kubric (Wang et al., 2023) and VL-Checklist.
Further, we add the probes from the Visual Spatial
Reasoning dataset (Liu et al., 2023).

Another category we base off of VALSE are
number probes. We use their plurals, adversarial,
balanced and small numbers counting probes. In
addition, we incorporate the the standard and hard
splits of Parcalabescu et al. (2021) and the count-
ing examples from EQ-Kubric. Note that these
number-based probes follow the Gricean maxim of
quantity (Grice, 1975): In a strictly logical sense,
an image showing three girls sitting on a bench
would still be correctly described as two girls sit-
ting on a bench. However, as the sentence bears
the implicature of not more than two girls, such a
description would be considered uncooperative.

A special group of examples are formed by the
EQ-AG, EQ-GEBC, and EQ-YouCook2 subsets of
EqBen (Wang et al., 2023). These are all based on
videos and derive probes from different frames of
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Results: Across Categories

Model Architecture Visual Input #Images

LXMERT 2-stream Faster R-CNN 0.2M

UNITER (large) 1-stream Faster R-CNN 4M
VILLA (large) 1-stream Faster R-CNN 4M

SOHO end2end ResNet 0.2M
ALBEF (large) end2end ViT-B/16 14M
TCL (base) end2end ViT-B/16 4M
BLIP (base129M) end2end ViT-B/16 129M

Table 2: Overview of the models we probe.

slight bias towards the correct sentences, which is
most pronounced for the semantic role category.
This might be due to the fact that a large propor-
tion of the role reversals are nonsensical. An ex-
ample is A woman is sucking a candy cane, which
is turned into A candy cane is sucking a woman.
To examine the general quality of the language in
the probes, we give absolute likelihood scores for
the different datasets in Appendix A.2.

4.2. Probing Models with EViL-Probe
We now probe a set of existing pretrained models
with our benchmark.

4.2.1. Models
We need to obtain matching probabilities for in-
put image-text pairs and want to evaluate existing
pretrained models without further fine-tuning them.
Therefore, we can only consider models that were
pretrained on image-text matching. We use the
output of the respective pretraining head and ap-
ply softmax to obtain the matching probability of
image-text pairs. Models are provided by the re-
spective authors and summarized in Table 2.

The first group of models we test are those that
rely on pre-extracted image region features, either
in a one-stream or a two-stream architecture. We
also include the more recent models that do not
have this restriction and instead take the entire im-
age as input (end2end in Table 2). Wherever mul-
tiple pretrained model versions are available, we
use the largest one. The rationale behind this is
that our aim is less so a between-model compari-
son. Rather, we want to gain an overall picture of
how challenging EViL-Probe is for the current visio-
linguistic models.11

VILLA is an improvement of UNITER that intro-
duces adversarial training through permutations
in the embedding space. UNITER, VILLA and
LXMERT (Tan and Bansal, 2019) all use random
mismatched examples in their pretraining of image-
text matching. ALBEF (Li et al., 2021) makes an ef-
fort to sample hard negatives with shared seman-
tics, but different fine-grained details. TCL (Yang

11For results that include different model sizes see Ap-
pendix A.3.
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Negative Probes
- Acc .54 .62 .61 .57 .63 .62 .63
- Accpaired .27 .26 .24 .20 .29 .27 .29

Positive Probes
- Acc .47 .80 .83 .82 .54 .52 .75
- Accpaired .25 .70 .75 .73 .41 .37 .65

Table 3: Macro-averaged performance of models.

et al., 2022) adds to ALBEF by introducing intra-
modal self-supervision. To make the most of noisy
web-scraped data, BLIP (Li et al., 2022) performs
bootstrapping on captions by generating and then
filtering them. Note that due to the nature of the
source datasets and the rather extensive datasets
used to pretrain models, some of them may have
already seen some of the probing images during
pretraining.

In our experiments, we focus on pair-wise accu-
racy as the metric that fulfills all three of our require-
ments (see Figure 2). We also include standard ac-
curacy as an alternative metric that gives useful re-
sults for both negative and positive probes. Wher-
ever we aggregate results of multiple datasets, we
take the macro average.

4.2.2. Negative vs. Positive Probes
Table 3 shows aggregated results for negative and
positive probes.12

Comparing standard and paired accuracy, mod-
els show different relative performances. While
TCL outperforms LXMERT when it comes to stan-
dard accuracy, the two have the same level of
paired accuracy. Similarly, while SOHO outper-
forms LXMERT when it comes to standard accu-
racy, it is the other way around when evaluated
with paired accuracy.

The highest paired accuracy is achieved by AL-
BEF and BLIP, two models that use a Vision Trans-
former to process images. Looking at the positive
probes can further differentiate the performance
of these two models: While they perform equally
on the negative probes, BLIP outperforms ALBEF
by a large margin on the positive probes. As
we remarked when we introduced them, perfor-
mance on positive probes is to be seen as an ex-
tension of results on the negative probes. While
UNITER, VILLA and SOHO perform well on the posi-
tive probes, this is linked to a general tendency of
these models to accept a high proportion of texts.
On the negative probes, VILLA and SOHO achieve
the lowest paired accuracy.

Models in Table 3 are ordered in chronological

12See Appendix A.4 for additional metrics.
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Results: Across Categories

Model Architecture Visual Input #Images

LXMERT 2-stream Faster R-CNN 0.2M

UNITER (large) 1-stream Faster R-CNN 4M
VILLA (large) 1-stream Faster R-CNN 4M

SOHO end2end ResNet 0.2M
ALBEF (large) end2end ViT-B/16 14M
TCL (base) end2end ViT-B/16 4M
BLIP (base129M) end2end ViT-B/16 129M

Table 2: Overview of the models we probe.

slight bias towards the correct sentences, which is
most pronounced for the semantic role category.
This might be due to the fact that a large propor-
tion of the role reversals are nonsensical. An ex-
ample is A woman is sucking a candy cane, which
is turned into A candy cane is sucking a woman.
To examine the general quality of the language in
the probes, we give absolute likelihood scores for
the different datasets in Appendix A.2.

4.2. Probing Models with EViL-Probe
We now probe a set of existing pretrained models
with our benchmark.

4.2.1. Models
We need to obtain matching probabilities for in-
put image-text pairs and want to evaluate existing
pretrained models without further fine-tuning them.
Therefore, we can only consider models that were
pretrained on image-text matching. We use the
output of the respective pretraining head and ap-
ply softmax to obtain the matching probability of
image-text pairs. Models are provided by the re-
spective authors and summarized in Table 2.

The first group of models we test are those that
rely on pre-extracted image region features, either
in a one-stream or a two-stream architecture. We
also include the more recent models that do not
have this restriction and instead take the entire im-
age as input (end2end in Table 2). Wherever mul-
tiple pretrained model versions are available, we
use the largest one. The rationale behind this is
that our aim is less so a between-model compari-
son. Rather, we want to gain an overall picture of
how challenging EViL-Probe is for the current visio-
linguistic models.11

VILLA is an improvement of UNITER that intro-
duces adversarial training through permutations
in the embedding space. UNITER, VILLA and
LXMERT (Tan and Bansal, 2019) all use random
mismatched examples in their pretraining of image-
text matching. ALBEF (Li et al., 2021) makes an ef-
fort to sample hard negatives with shared seman-
tics, but different fine-grained details. TCL (Yang

11For results that include different model sizes see Ap-
pendix A.3.
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- Accpaired .27 .26 .24 .20 .29 .27 .29

Positive Probes
- Acc .47 .80 .83 .82 .54 .52 .75
- Accpaired .25 .70 .75 .73 .41 .37 .65

Table 3: Macro-averaged performance of models.

et al., 2022) adds to ALBEF by introducing intra-
modal self-supervision. To make the most of noisy
web-scraped data, BLIP (Li et al., 2022) performs
bootstrapping on captions by generating and then
filtering them. Note that due to the nature of the
source datasets and the rather extensive datasets
used to pretrain models, some of them may have
already seen some of the probing images during
pretraining.

In our experiments, we focus on pair-wise accu-
racy as the metric that fulfills all three of our require-
ments (see Figure 2). We also include standard ac-
curacy as an alternative metric that gives useful re-
sults for both negative and positive probes. Wher-
ever we aggregate results of multiple datasets, we
take the macro average.

4.2.2. Negative vs. Positive Probes
Table 3 shows aggregated results for negative and
positive probes.12

Comparing standard and paired accuracy, mod-
els show different relative performances. While
TCL outperforms LXMERT when it comes to stan-
dard accuracy, the two have the same level of
paired accuracy. Similarly, while SOHO outper-
forms LXMERT when it comes to standard accu-
racy, it is the other way around when evaluated
with paired accuracy.

The highest paired accuracy is achieved by AL-
BEF and BLIP, two models that use a Vision Trans-
former to process images. Looking at the positive
probes can further differentiate the performance
of these two models: While they perform equally
on the negative probes, BLIP outperforms ALBEF
by a large margin on the positive probes. As
we remarked when we introduced them, perfor-
mance on positive probes is to be seen as an ex-
tension of results on the negative probes. While
UNITER, VILLA and SOHO perform well on the posi-
tive probes, this is linked to a general tendency of
these models to accept a high proportion of texts.
On the negative probes, VILLA and SOHO achieve
the lowest paired accuracy.

Models in Table 3 are ordered in chronological

12See Appendix A.4 for additional metrics.
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Results: Across Categories

Model Architecture Visual Input #Images

LXMERT 2-stream Faster R-CNN 0.2M

UNITER (large) 1-stream Faster R-CNN 4M
VILLA (large) 1-stream Faster R-CNN 4M

SOHO end2end ResNet 0.2M
ALBEF (large) end2end ViT-B/16 14M
TCL (base) end2end ViT-B/16 4M
BLIP (base129M) end2end ViT-B/16 129M

Table 2: Overview of the models we probe.

slight bias towards the correct sentences, which is
most pronounced for the semantic role category.
This might be due to the fact that a large propor-
tion of the role reversals are nonsensical. An ex-
ample is A woman is sucking a candy cane, which
is turned into A candy cane is sucking a woman.
To examine the general quality of the language in
the probes, we give absolute likelihood scores for
the different datasets in Appendix A.2.

4.2. Probing Models with EViL-Probe
We now probe a set of existing pretrained models
with our benchmark.

4.2.1. Models
We need to obtain matching probabilities for in-
put image-text pairs and want to evaluate existing
pretrained models without further fine-tuning them.
Therefore, we can only consider models that were
pretrained on image-text matching. We use the
output of the respective pretraining head and ap-
ply softmax to obtain the matching probability of
image-text pairs. Models are provided by the re-
spective authors and summarized in Table 2.

The first group of models we test are those that
rely on pre-extracted image region features, either
in a one-stream or a two-stream architecture. We
also include the more recent models that do not
have this restriction and instead take the entire im-
age as input (end2end in Table 2). Wherever mul-
tiple pretrained model versions are available, we
use the largest one. The rationale behind this is
that our aim is less so a between-model compari-
son. Rather, we want to gain an overall picture of
how challenging EViL-Probe is for the current visio-
linguistic models.11

VILLA is an improvement of UNITER that intro-
duces adversarial training through permutations
in the embedding space. UNITER, VILLA and
LXMERT (Tan and Bansal, 2019) all use random
mismatched examples in their pretraining of image-
text matching. ALBEF (Li et al., 2021) makes an ef-
fort to sample hard negatives with shared seman-
tics, but different fine-grained details. TCL (Yang

11For results that include different model sizes see Ap-
pendix A.3.
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Positive Probes
- Acc .47 .80 .83 .82 .54 .52 .75
- Accpaired .25 .70 .75 .73 .41 .37 .65

Table 3: Macro-averaged performance of models.

et al., 2022) adds to ALBEF by introducing intra-
modal self-supervision. To make the most of noisy
web-scraped data, BLIP (Li et al., 2022) performs
bootstrapping on captions by generating and then
filtering them. Note that due to the nature of the
source datasets and the rather extensive datasets
used to pretrain models, some of them may have
already seen some of the probing images during
pretraining.

In our experiments, we focus on pair-wise accu-
racy as the metric that fulfills all three of our require-
ments (see Figure 2). We also include standard ac-
curacy as an alternative metric that gives useful re-
sults for both negative and positive probes. Wher-
ever we aggregate results of multiple datasets, we
take the macro average.

4.2.2. Negative vs. Positive Probes
Table 3 shows aggregated results for negative and
positive probes.12

Comparing standard and paired accuracy, mod-
els show different relative performances. While
TCL outperforms LXMERT when it comes to stan-
dard accuracy, the two have the same level of
paired accuracy. Similarly, while SOHO outper-
forms LXMERT when it comes to standard accu-
racy, it is the other way around when evaluated
with paired accuracy.

The highest paired accuracy is achieved by AL-
BEF and BLIP, two models that use a Vision Trans-
former to process images. Looking at the positive
probes can further differentiate the performance
of these two models: While they perform equally
on the negative probes, BLIP outperforms ALBEF
by a large margin on the positive probes. As
we remarked when we introduced them, perfor-
mance on positive probes is to be seen as an ex-
tension of results on the negative probes. While
UNITER, VILLA and SOHO perform well on the posi-
tive probes, this is linked to a general tendency of
these models to accept a high proportion of texts.
On the negative probes, VILLA and SOHO achieve
the lowest paired accuracy.

Models in Table 3 are ordered in chronological

12See Appendix A.4 for additional metrics.
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Results: Across Categories

Model Architecture Visual Input #Images

LXMERT 2-stream Faster R-CNN 0.2M

UNITER (large) 1-stream Faster R-CNN 4M
VILLA (large) 1-stream Faster R-CNN 4M

SOHO end2end ResNet 0.2M
ALBEF (large) end2end ViT-B/16 14M
TCL (base) end2end ViT-B/16 4M
BLIP (base129M) end2end ViT-B/16 129M

Table 2: Overview of the models we probe.

slight bias towards the correct sentences, which is
most pronounced for the semantic role category.
This might be due to the fact that a large propor-
tion of the role reversals are nonsensical. An ex-
ample is A woman is sucking a candy cane, which
is turned into A candy cane is sucking a woman.
To examine the general quality of the language in
the probes, we give absolute likelihood scores for
the different datasets in Appendix A.2.

4.2. Probing Models with EViL-Probe
We now probe a set of existing pretrained models
with our benchmark.

4.2.1. Models
We need to obtain matching probabilities for in-
put image-text pairs and want to evaluate existing
pretrained models without further fine-tuning them.
Therefore, we can only consider models that were
pretrained on image-text matching. We use the
output of the respective pretraining head and ap-
ply softmax to obtain the matching probability of
image-text pairs. Models are provided by the re-
spective authors and summarized in Table 2.

The first group of models we test are those that
rely on pre-extracted image region features, either
in a one-stream or a two-stream architecture. We
also include the more recent models that do not
have this restriction and instead take the entire im-
age as input (end2end in Table 2). Wherever mul-
tiple pretrained model versions are available, we
use the largest one. The rationale behind this is
that our aim is less so a between-model compari-
son. Rather, we want to gain an overall picture of
how challenging EViL-Probe is for the current visio-
linguistic models.11

VILLA is an improvement of UNITER that intro-
duces adversarial training through permutations
in the embedding space. UNITER, VILLA and
LXMERT (Tan and Bansal, 2019) all use random
mismatched examples in their pretraining of image-
text matching. ALBEF (Li et al., 2021) makes an ef-
fort to sample hard negatives with shared seman-
tics, but different fine-grained details. TCL (Yang

11For results that include different model sizes see Ap-
pendix A.3.
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Positive Probes
- Acc .47 .80 .83 .82 .54 .52 .75
- Accpaired .25 .70 .75 .73 .41 .37 .65

Table 3: Macro-averaged performance of models.

et al., 2022) adds to ALBEF by introducing intra-
modal self-supervision. To make the most of noisy
web-scraped data, BLIP (Li et al., 2022) performs
bootstrapping on captions by generating and then
filtering them. Note that due to the nature of the
source datasets and the rather extensive datasets
used to pretrain models, some of them may have
already seen some of the probing images during
pretraining.

In our experiments, we focus on pair-wise accu-
racy as the metric that fulfills all three of our require-
ments (see Figure 2). We also include standard ac-
curacy as an alternative metric that gives useful re-
sults for both negative and positive probes. Wher-
ever we aggregate results of multiple datasets, we
take the macro average.

4.2.2. Negative vs. Positive Probes
Table 3 shows aggregated results for negative and
positive probes.12

Comparing standard and paired accuracy, mod-
els show different relative performances. While
TCL outperforms LXMERT when it comes to stan-
dard accuracy, the two have the same level of
paired accuracy. Similarly, while SOHO outper-
forms LXMERT when it comes to standard accu-
racy, it is the other way around when evaluated
with paired accuracy.

The highest paired accuracy is achieved by AL-
BEF and BLIP, two models that use a Vision Trans-
former to process images. Looking at the positive
probes can further differentiate the performance
of these two models: While they perform equally
on the negative probes, BLIP outperforms ALBEF
by a large margin on the positive probes. As
we remarked when we introduced them, perfor-
mance on positive probes is to be seen as an ex-
tension of results on the negative probes. While
UNITER, VILLA and SOHO perform well on the posi-
tive probes, this is linked to a general tendency of
these models to accept a high proportion of texts.
On the negative probes, VILLA and SOHO achieve
the lowest paired accuracy.

Models in Table 3 are ordered in chronological

12See Appendix A.4 for additional metrics.
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Results: Across Categories

Model Architecture Visual Input #Images

LXMERT 2-stream Faster R-CNN 0.2M

UNITER (large) 1-stream Faster R-CNN 4M
VILLA (large) 1-stream Faster R-CNN 4M

SOHO end2end ResNet 0.2M
ALBEF (large) end2end ViT-B/16 14M
TCL (base) end2end ViT-B/16 4M
BLIP (base129M) end2end ViT-B/16 129M

Table 2: Overview of the models we probe.

slight bias towards the correct sentences, which is
most pronounced for the semantic role category.
This might be due to the fact that a large propor-
tion of the role reversals are nonsensical. An ex-
ample is A woman is sucking a candy cane, which
is turned into A candy cane is sucking a woman.
To examine the general quality of the language in
the probes, we give absolute likelihood scores for
the different datasets in Appendix A.2.

4.2. Probing Models with EViL-Probe
We now probe a set of existing pretrained models
with our benchmark.

4.2.1. Models
We need to obtain matching probabilities for in-
put image-text pairs and want to evaluate existing
pretrained models without further fine-tuning them.
Therefore, we can only consider models that were
pretrained on image-text matching. We use the
output of the respective pretraining head and ap-
ply softmax to obtain the matching probability of
image-text pairs. Models are provided by the re-
spective authors and summarized in Table 2.

The first group of models we test are those that
rely on pre-extracted image region features, either
in a one-stream or a two-stream architecture. We
also include the more recent models that do not
have this restriction and instead take the entire im-
age as input (end2end in Table 2). Wherever mul-
tiple pretrained model versions are available, we
use the largest one. The rationale behind this is
that our aim is less so a between-model compari-
son. Rather, we want to gain an overall picture of
how challenging EViL-Probe is for the current visio-
linguistic models.11

VILLA is an improvement of UNITER that intro-
duces adversarial training through permutations
in the embedding space. UNITER, VILLA and
LXMERT (Tan and Bansal, 2019) all use random
mismatched examples in their pretraining of image-
text matching. ALBEF (Li et al., 2021) makes an ef-
fort to sample hard negatives with shared seman-
tics, but different fine-grained details. TCL (Yang

11For results that include different model sizes see Ap-
pendix A.3.

LX
ME

RT

UN
ITE

R

VI
LL

A

SO
HO

AL
BE

F

TC
L

BL
IP

Negative Probes
- Acc .54 .62 .61 .57 .63 .62 .63
- Accpaired .27 .26 .24 .20 .29 .27 .29

Positive Probes
- Acc .47 .80 .83 .82 .54 .52 .75
- Accpaired .25 .70 .75 .73 .41 .37 .65

Table 3: Macro-averaged performance of models.

et al., 2022) adds to ALBEF by introducing intra-
modal self-supervision. To make the most of noisy
web-scraped data, BLIP (Li et al., 2022) performs
bootstrapping on captions by generating and then
filtering them. Note that due to the nature of the
source datasets and the rather extensive datasets
used to pretrain models, some of them may have
already seen some of the probing images during
pretraining.

In our experiments, we focus on pair-wise accu-
racy as the metric that fulfills all three of our require-
ments (see Figure 2). We also include standard ac-
curacy as an alternative metric that gives useful re-
sults for both negative and positive probes. Wher-
ever we aggregate results of multiple datasets, we
take the macro average.

4.2.2. Negative vs. Positive Probes
Table 3 shows aggregated results for negative and
positive probes.12

Comparing standard and paired accuracy, mod-
els show different relative performances. While
TCL outperforms LXMERT when it comes to stan-
dard accuracy, the two have the same level of
paired accuracy. Similarly, while SOHO outper-
forms LXMERT when it comes to standard accu-
racy, it is the other way around when evaluated
with paired accuracy.

The highest paired accuracy is achieved by AL-
BEF and BLIP, two models that use a Vision Trans-
former to process images. Looking at the positive
probes can further differentiate the performance
of these two models: While they perform equally
on the negative probes, BLIP outperforms ALBEF
by a large margin on the positive probes. As
we remarked when we introduced them, perfor-
mance on positive probes is to be seen as an ex-
tension of results on the negative probes. While
UNITER, VILLA and SOHO perform well on the posi-
tive probes, this is linked to a general tendency of
these models to accept a high proportion of texts.
On the negative probes, VILLA and SOHO achieve
the lowest paired accuracy.

Models in Table 3 are ordered in chronological

12See Appendix A.4 for additional metrics.
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Results: Individual Categories
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Figure 5: Category-wise performance of models on negative (top) and positive (bottom) probes. Results
are macro-averaged over all datasets that belong to the respective category.

order of emergence. Newer models do not per-
form drastically better than older ones. Do also
note that while the newest model (BLIP) gives an
overall relatively good performance, this model is
trained with a substantially higher number of im-
ages than previous models (see Table 2).

We now take a closer look at how the different
linguistic categories play into the observed results.

4.2.3. Category-Based Results

Figure 5 shows score breakdowns for the individ-
ual categories. LXMERT shows poor performance
across all probing categories. While this model is
superior on some categories, its performance on
these is around the chance baseline.

Results for the random probes confirm that all
models other than LXMERT are able to reliably re-
ject mismatched descriptions. Another category
many of the models are able to handle relatively
well are nouns. Interestingly, UNITER and VILLA
are performing best here. Both of these models
use pre-extracted image features to process the
visual inputs. These features were obtained from
a Faster R-CNN that was designed for object de-
tection - this focus on objects seems to reflect in
the superior performance of models using these
features on probes that target nouns, i.e. objects.

Image type and color are two other categories
for which at least ALBEF and BLIP show some dis-

criminatory ability.
When it comes to the positive probes, all models

(except LXMERT) perform relatively well on speci-
ficity and show the greatest difficulty regarding
slang and hypernym probes. While it may be un-
derstandable that models are simply not familiar
with slang, they will be familiar with the more gen-
eral terms used in the hypernym probes. The su-
perior performance of BLIP over ALBEF on the pos-
itive probes we saw in Table 3 is revealed to be
consistent across all categories.

5. Conclusion and Future Work

We present EViL-Probe, an extensive composite
benchmark of visio-linguistic probes. It is de-
signed to reveal a detailed picture of the capa-
bilities of visio-linguistic models when it comes
to comprehending different linguistic categories.
Our benchmark not only contains the standard
negative probes, but augments these with addi-
tional sets of positive probes. In our experiments,
these help distinguish further between models that
demonstrate equal performance on the negative
probes.

Overall, all models struggle with the majority of
the negative probes. Even the best-performing
models only scores higher than the random base-
line for random, noun, image type and color
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Figure 5: Category-wise performance of models on negative (top) and positive (bottom) probes. Results
are macro-averaged over all datasets that belong to the respective category.

order of emergence. Newer models do not per-
form drastically better than older ones. Do also
note that while the newest model (BLIP) gives an
overall relatively good performance, this model is
trained with a substantially higher number of im-
ages than previous models (see Table 2).

We now take a closer look at how the different
linguistic categories play into the observed results.

4.2.3. Category-Based Results

Figure 5 shows score breakdowns for the individ-
ual categories. LXMERT shows poor performance
across all probing categories. While this model is
superior on some categories, its performance on
these is around the chance baseline.

Results for the random probes confirm that all
models other than LXMERT are able to reliably re-
ject mismatched descriptions. Another category
many of the models are able to handle relatively
well are nouns. Interestingly, UNITER and VILLA
are performing best here. Both of these models
use pre-extracted image features to process the
visual inputs. These features were obtained from
a Faster R-CNN that was designed for object de-
tection - this focus on objects seems to reflect in
the superior performance of models using these
features on probes that target nouns, i.e. objects.

Image type and color are two other categories
for which at least ALBEF and BLIP show some dis-

criminatory ability.
When it comes to the positive probes, all models

(except LXMERT) perform relatively well on speci-
ficity and show the greatest difficulty regarding
slang and hypernym probes. While it may be un-
derstandable that models are simply not familiar
with slang, they will be familiar with the more gen-
eral terms used in the hypernym probes. The su-
perior performance of BLIP over ALBEF on the pos-
itive probes we saw in Table 3 is revealed to be
consistent across all categories.

5. Conclusion and Future Work

We present EViL-Probe, an extensive composite
benchmark of visio-linguistic probes. It is de-
signed to reveal a detailed picture of the capa-
bilities of visio-linguistic models when it comes
to comprehending different linguistic categories.
Our benchmark not only contains the standard
negative probes, but augments these with addi-
tional sets of positive probes. In our experiments,
these help distinguish further between models that
demonstrate equal performance on the negative
probes.

Overall, all models struggle with the majority of
the negative probes. Even the best-performing
models only scores higher than the random base-
line for random, noun, image type and color
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Figure 5: Category-wise performance of models on negative (top) and positive (bottom) probes. Results
are macro-averaged over all datasets that belong to the respective category.

order of emergence. Newer models do not per-
form drastically better than older ones. Do also
note that while the newest model (BLIP) gives an
overall relatively good performance, this model is
trained with a substantially higher number of im-
ages than previous models (see Table 2).

We now take a closer look at how the different
linguistic categories play into the observed results.

4.2.3. Category-Based Results

Figure 5 shows score breakdowns for the individ-
ual categories. LXMERT shows poor performance
across all probing categories. While this model is
superior on some categories, its performance on
these is around the chance baseline.

Results for the random probes confirm that all
models other than LXMERT are able to reliably re-
ject mismatched descriptions. Another category
many of the models are able to handle relatively
well are nouns. Interestingly, UNITER and VILLA
are performing best here. Both of these models
use pre-extracted image features to process the
visual inputs. These features were obtained from
a Faster R-CNN that was designed for object de-
tection - this focus on objects seems to reflect in
the superior performance of models using these
features on probes that target nouns, i.e. objects.

Image type and color are two other categories
for which at least ALBEF and BLIP show some dis-

criminatory ability.
When it comes to the positive probes, all models

(except LXMERT) perform relatively well on speci-
ficity and show the greatest difficulty regarding
slang and hypernym probes. While it may be un-
derstandable that models are simply not familiar
with slang, they will be familiar with the more gen-
eral terms used in the hypernym probes. The su-
perior performance of BLIP over ALBEF on the pos-
itive probes we saw in Table 3 is revealed to be
consistent across all categories.

5. Conclusion and Future Work

We present EViL-Probe, an extensive composite
benchmark of visio-linguistic probes. It is de-
signed to reveal a detailed picture of the capa-
bilities of visio-linguistic models when it comes
to comprehending different linguistic categories.
Our benchmark not only contains the standard
negative probes, but augments these with addi-
tional sets of positive probes. In our experiments,
these help distinguish further between models that
demonstrate equal performance on the negative
probes.

Overall, all models struggle with the majority of
the negative probes. Even the best-performing
models only scores higher than the random base-
line for random, noun, image type and color
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Figure 5: Category-wise performance of models on negative (top) and positive (bottom) probes. Results
are macro-averaged over all datasets that belong to the respective category.

order of emergence. Newer models do not per-
form drastically better than older ones. Do also
note that while the newest model (BLIP) gives an
overall relatively good performance, this model is
trained with a substantially higher number of im-
ages than previous models (see Table 2).

We now take a closer look at how the different
linguistic categories play into the observed results.

4.2.3. Category-Based Results

Figure 5 shows score breakdowns for the individ-
ual categories. LXMERT shows poor performance
across all probing categories. While this model is
superior on some categories, its performance on
these is around the chance baseline.

Results for the random probes confirm that all
models other than LXMERT are able to reliably re-
ject mismatched descriptions. Another category
many of the models are able to handle relatively
well are nouns. Interestingly, UNITER and VILLA
are performing best here. Both of these models
use pre-extracted image features to process the
visual inputs. These features were obtained from
a Faster R-CNN that was designed for object de-
tection - this focus on objects seems to reflect in
the superior performance of models using these
features on probes that target nouns, i.e. objects.

Image type and color are two other categories
for which at least ALBEF and BLIP show some dis-

criminatory ability.
When it comes to the positive probes, all models

(except LXMERT) perform relatively well on speci-
ficity and show the greatest difficulty regarding
slang and hypernym probes. While it may be un-
derstandable that models are simply not familiar
with slang, they will be familiar with the more gen-
eral terms used in the hypernym probes. The su-
perior performance of BLIP over ALBEF on the pos-
itive probes we saw in Table 3 is revealed to be
consistent across all categories.

5. Conclusion and Future Work

We present EViL-Probe, an extensive composite
benchmark of visio-linguistic probes. It is de-
signed to reveal a detailed picture of the capa-
bilities of visio-linguistic models when it comes
to comprehending different linguistic categories.
Our benchmark not only contains the standard
negative probes, but augments these with addi-
tional sets of positive probes. In our experiments,
these help distinguish further between models that
demonstrate equal performance on the negative
probes.

Overall, all models struggle with the majority of
the negative probes. Even the best-performing
models only scores higher than the random base-
line for random, noun, image type and color
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