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LLMs predict the next word based on large-scale text data to understand linguistic 

information and knowledge.

- Strong generalization capabilities (e.g., ChatGPT, Gemini).

- Training is conducted on general plain text, followed by unsupervised pretraining.

https://jalammar.github.io/how-gpt3-works-visualizations-animations/
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• Training an LLM requires significant resources! Therefore, there is a critical

need for publicly available models.

- Due to this demand, many companies and research groups have released multilingual LLMs.



01 Previous Research and Research Necessity

• Training an LLM requires substantial resources! Therefore, there is a 

critical need for publicly available models.

- Due to this demand, many companies and research groups have released multilingual LLMs. 

However, the released multilingual models have relatively less focus on low-resource languages
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If you ask a question in Korean to META's LLAMA2, one of the most advanced multilingual LLMs, it 

responds in English!

• Even though it understands Korean, it doesn't know enough words and stuff about the language 

to respond like a natural speaker would
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The reason META's LLAMA2 does not respond in Korean is because only 0.06% of the model's 

training data is in Korean!

• Due to a lack of vocabulary and semantic knowledge, the model's utility can be limited.



This study proposes the Bllossom model, which introduces three performance enhancement 

methods for Korean, a Less-Resourced Language (LRL) in LLAMA2

01 Previous Research and Research Necessity
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Three Strategies to Enhance Korean Language Performance in Multilingual LLMs

1. Vocabulary expansion

2. Knowledge enrichment

3. Usability enhancement
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1. Vocabulary expansion: Enhancing Korean Vocabulary

1. Increased Token Length: The model must represent Out-Of-

Vocabulary (OOV) words, which cannot be expressed with a 

single token, using three or four byte tokens. This reduces the 

number of characters that can be inputted into the model and 

increases encoding and decoding times.

2. Redundancy of Byte Tokens: Unrelated tokens such as "햄" (ham) 

and "버" (ver) are represented using the same byte token "<0x84>". 

Consequently, the model may learn these semantically unrelated 

words as partially identical, leading to confusion during training.

Challenges of Utilizing Korean Language in the Existing 
LLama2 Model:
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Vocabulary expansion is achieved by merging the dictionaries of Llama2 and KoBERT. The size of 

Llama2's tokenizer dictionary is 𝐷𝐿 = 32,000, with over 90% consisting of English or Latin characters. 

KoBERT's tokenizer dictionary is sized at 𝐷𝐾 = 8,002.

When merging these two dictionaries, excluding duplicates, the resulting combined dictionary size is 

𝐷 = 𝐷𝐿 ∪ 𝐷𝐾 = 39,478.

Thus, Bllossom will train both the pre-existing word embeddings from Llama2 and the newly initialized 

7,478-sized word embeddings.

1. Vocabulary expansion: Enhancing Korean Vocabulary
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Challenges with the existing Llama2: Although the model understands Korean,

it tends to respond in English due to its extensive English knowledge base.

Input “이탈리아수도에대해한국어로소개해줘 (Introduce the capital of Italy in Korean.)”

Output “로마 is the capital city of Italy and …”

Proper nouns such as “로마 (Rome)” and “콜로세움 (Colosseum)” are generated in Korean, but the detailed content is 

produced in English.

➔This is because the knowledge from pretraining is primarily in English.

➔To address this, additional Bilingual Pretraining can be used to align Korean and English knowledge.

After Bilingual Pretraining:

Input “이탈리아수도에대해한국어로소개해줘 (Introduce the capital of Italy in Korean.)”

Output “로마는이탈리아의수도이며…(로마 is the capital city of Italy and …)”

2. Knowledge enrichment: Enhancing Vocabulary and Knowledge through Pretraining
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Used Bilingual Pretraining Data

Loss Function

2. Knowledge enrichment: Enhancing Vocabulary and Knowledge through Pretraining
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3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean

The LIMA paper asserts that the quality of answers from Foundation Models is largely independent of additional 

pretraining, and varies according to the quality of the data

In other words, significant effects can be achieved through Instruction Tuning with small-scale but high-quality data
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The Korean LIMA dataset for SFT is built based on a machine-translated version of the English LIMA dataset.

Machine Translation Side Effects:

1. Inconsistency in language style between English and Korean.

2. Exclusion of Korean cultural context due to the characteristics of the source data.

Post-processing:

1. Replace named entities, change themes.

2. At this point, adjustments are made to the LIMA data to align it with Western cultural contexts, encompassing a 

wide spectrum from political to economic and social systems.

3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean



02 Research Methodology

Example of Post-Processed LIMA Korean Data

Loss Function

3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean
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Three Experimental Objectives

1. Compare models with and without an expanded Korean vocabulary (Impact of Vocabulary Expansion).

2. Compare models pre-trained with Korean-English Bilingual data to those pre-trained with Korean Monolingual data 

(Impact of Bilingual Pretraining).

3. Performance changes according to Instruction Tuning using the proposed Bilingual LIMA dataset (Impact of Korean-

English LIMA SFT).



Model comparison and reproducibility are ensured using the 

public branch of Polyglot team of EleutherAI's lm-evaluation-

harness. NLI A classification dataset for predicting the 
relationship between two sentences.

STS A classification dataset for measuring semantic 
equivalence between two sentences.

YNAT A classification dataset for inferring the topic of a 
given sentence.

SBI A classification dataset aimed at identifying social 
stereotypes or biases.

BoolQ A QA dataset for answering yes/no questions.

HellaSwag A commonsense NLI dataset.

SentiNeg Emotion classification data.

COPA A classification dataset for determining cause/effect 
based on paragraphs.

Evaluation Benchmark Datasets

03 Analysis Results (Quantitative)
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(Overall) Compared to single-language models, the multilingual Blossom model showed an average performance 

improvement of 4.57 points.

(Impact of Vocabulary Expansion)

- Vocabulary expansion improved overall Korean comprehension, reasoning, perception, and causal understanding.

(Impact of Bilingual Pretraining)

- No significant difference was observed in quantitative assessments, but a notable difference was evident in qualitative 

evaluations.

(Impact of Korean-English LIMA SFT)

- SFT did not significantly affect the quantitative assessment of classification tasks.

- However, based on qualitative factors such as response quality, vocabulary, and completeness, it generated better 

answers than Llama2.

03 Analysis Results (Quantitative)
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A Model’s response is 
better

B Model’s response is 
betterSame

GPT4 Human

Voting

For the evaluation, participants were asked to choose one of three options for each of the 
300 Korean LIMA dataset questions, which included completely different topics, styles, and 

tasks.
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(Overall) Human evaluations and qualitative evaluation with GPT-4 show similar results, with Blossom outperforming models of similar size, and even 

surpassing the larger Llama2-70b-chat model.

(Comparison between Korean models based on Llama2 and Bllossom)

- Pretraining has shown to significantly impact Korean proficiency.

(Comparison between Bllossom and Monolingual Foundation Model-based models)

Bilingual Pretraining performed to compensate for poor performance in Korean significantly helps bridge the knowledge gap between Korean and English.

(Comparison of Bllossom with GPT-4 and Llama2) 

- When there is an extreme difference in model size, techniques such as vocabulary expansion and pretraining can significantly mitigate performance disparities.

(Impact on English Proficiency)

- Training with bilingual data not only improves Korean proficiency but also results in less decline in English proficiency.

03-2 Analysis Results (Qulitative)
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To apply the methodology used in this study to other languages, the following conditions are necessary:

- To construct the LIMA dataset, 1,030 data points must be translated and post-processed.

- For testing, 300 data points must be translated and post-processed.
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Thank you
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