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O1 Previous Research and Research Necessity

LLMs predict the next word based on large-scale text data 1o understand linguistic

iNnformation and knowledge.

Sfrong generglization capabilities (e.g., ChatGPT, Gemini).

Training is conducted on general plain text, followed byupsupervised oretraining.

Text: Second Law of Robotics: A robot must obey the orders given it by human beings

l Generated training examples

N\

Example # Input (features) Correct output (labels) | |
1 Second law of robotics - I
I Expensive training on massive datasets I
2 Second law of robotics . 3 - Dataset: 300 billion tokens of text I
I Objective: Predict the next word
I Example: I
3 Second 1law of robotics - a robot
- \ a robot  must ? |

https://jalammar.github.io/how-gpt3-works-visualizations-animations/



O1 Previous Research and Research Necessity

* Training an LLM requires significant resources! Therefore, there is a critical

need for publicly available models.

- Due to this demand, many companies and research groups have released multiingual LLMs.
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01 Previous Research and Research Necessity
« Training an LLM requires substantial resources! Therefore, there is a

critical need for publicly available models.

- Due to this demand, many companies and research groups have released multiingual LLMs.

However, the released multiingual models have relatively less focus on low-resource languages
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O1 Previous Research and Research Necessity

T you ask a guestion in Korean to META's LLAMAZ, one of the most advanced multilingual LLMs, it
responds in English!

Even though it understands Korean, it doesn't know enough words and stuff about the language

to respond like a natural speaker would

+ Chat with Llama 2 70B

M7 |ch AZE] w-0f CHaHAM 27050

Sure, I'd be happy to introduce you to Seoul National University's Professor
Im Gyeong-tae!

Professor Im Gyeong-tae is a renowned scholar and expert in the field of
computer science, with a specific focus on artificial intelligence, machine
learning, and data mining. He has been a faculty member at Seoul National
University's College of Engineering since 1999 and has served as the director
of the Artificial Intelligence Research Center since 2015.

Professor Im has made significant contributions to the development of Al
technology in Korea and has been recognized for his achievements with
numerous awards, including the National Order of Merit for his contributions
to the development of science and technology in 2018. He has also published
numerous papers in top-tier international journals and conferences, including
the Proceedings of the National Academy of Sciences, the Journal of
Machine Learning Research, and the |EEE Transactions on Neural Networks
and Learning Systems.

Chat with Meta Llama 3 70B  NEW

ME1h7|0 SZE| w0 CHoiA 27150

I'd be happy to introduce you to Lim Kyung-tae, a professor at Seoul
National University College of Engineering. &

Professor Lim Kyung-tae is a renowned expert in the field of robotics and
computer vision. He received his B.S., M.S., and Ph.D. degrees in
Mechanical Engineering from Seoul National University in 1992, 1994, and
1999, respectively.

After completing his Ph.D., Professor Lim worked as a research scientist at
the Korea Advanced Institute of Science and Technology (KAIST) from 1999
to 2002. He then joined the faculty of Seoul National University College of
Engineering in 2002, where he is currently a professor in the Department
of Mechanical and Aerospace Engineering.

Professor Lim's research interests include robotics, computer vision,
machine learning, and human-robot interaction. He has published
numerous papers in top-tier conferences and journals, such as IEEE
Transactions on Robotics, |IEEE Transactions on Pattern Analysis and
Machine Intelligence, and the International Journal of Robotics Research.
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The reason META's LLAMA2 does not respond in Korean is because only 0.06% of the model's
traning data is in Korean!

Due to a lack of vocabulary and semantic knowledge, the model's utility can be limited.

Language Percent Language Percent
en 89.70% | uk 0.07%
unknown 8.38% | ko 0.06%
de 0.17% Ca 0.04%
fr 0.1601"0 ST 0-04ﬂ/ﬂ
SV 0.15% | id 0.03%
zh 0.13% | cs 0.03%
es 0.13% | fi 0.03%
ra 0.13%:- hu 0.030/0
nl 0.12% | no 0.03%
it 0.11% | ro 0.03%
ja 0.10% | bg 0.02%
pl 0.090,?”0 da 0.[}2%
pt 0.09% | sl 0.01%
vi 0.08% | hr 0.01%

Table 10: Language distribution in pretraining data with percentage >= 0.005%. Most data is in English,
meaning that LLama 2 will perform best for English-language use cases. The large unknown category is
partially made up of programming code data.



O1 Previous Research and Research Necessity

This study proposes the Bllossom model, which infroduces three performance enhancement

methods for Korean, a Less-Resourced Language (LRL) in LLAMAZ

Oy Trainable iy ~ Frozen

\ Lm head

LLM (Query, Key, Value)

LoRA
adapter

Embed tokens
Llama2 Vocab KoBERT Vocab

(1) Vocabulary expansion

English pretraining data ' English LIMA data

Korean pretraining data Korean LIMA data

(2) Bilingual pretraining (3) Instruction tuning (SFT)
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02 Research Methodology

Three Strategies to Enhance Korean Language Performance in Multilingual LLMs

& Trainable ¢ ~ Frozen
1.  Vocabulary expansion
\ Lm head
2.  Knowl nrichmen
owledge enric ent LLM (Query, Key, Value) LORA
adapter
3. Usability enhancement Embed tokens
Llama2 Vocab KoBERT Vocab

(1) Vocabulary expansion

English pretraining data ' English LIMA data

Korean pretraining data Korean LIMA data

(2) Bilingual pretraining (3) Instruction tuning (SFT)



02 Research Methodology

1. Vocabulary expansion: Enhancing Korean Vocabulary Vo

Challenges of Utilizing Korean Language in the Existing
LLama2 Model:

1. Increased Token Length: The model must represent Out-Of-
Vocabulary (OOV) words, which cannot be expressed with a

single token, using three or four byte tokens. This reduces the
number of characters that can be inputted into the model and

INncreases encoding and decoding fimes.

2. Redundancy of Byte Tokens: Unrelated tokens such as "&" (ham)
and "H" (ver) are represented using the same byte token "<Ox84>",
Conseqguently, the model may learn these semantically unrelated

words as partially identical, leading to confusion during fraining.

@ Trainable &% | | Frozen

|
Lm head /

LLM  (Query, Key, Value) Eaé‘a’?f\er

Llama2 Vocab KoBERT Vocab

(1) Vocabulary expansion
— - -

English pretraining data
J
Korean pretraining data
-/ J

(2) Bilingual pretraining (3) Instruction tuning (SFT)

English LIMA data
J‘
Korean LIMA data

Sentence: AH AE H= 35
(A dinosaur eating a hamburger)

Model Tokenization results
Llama2 ‘7, ‘<OXED>’, ‘<0x96>’, ‘<0x84>’,
‘<OxEB>’, ‘<0xB2>’, ‘<0x84>",

‘<OXEA>’, ‘<0xB1>’, ‘<0OxB0>’, ‘=&,
‘7, ‘<OxEB>’, ‘<0xA8>’, ‘<0xB9>’, ‘=,
‘0w, ‘<OxXEB>’, ‘<0xA3>’, ‘<0xA1>’

Proposed | ‘38°, ‘H]’, A, ‘B, < Wi < 0 e B

Table 1: Comparison of tokenization results be-
tween Llama2 and the proposed model
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|
Lm head /

LLM (Query, Key, Value)

1. Vocabulary expansion: Enhancing Korean Vocabulary Vo

Vocabulary expansion is achieved by merging the dictionaries of Liama? and KoBERE e

Llama2's tokenizer dictionary is|D,| = 32,000, with over 90% consisting of English or Latin characters.

KOBERT s tokenizer dictionary is sized at [Dg| = 8,002,

When merging these two dictionaries, excluding duplicates, the resulting combined dictionary size Is
Thus, Bllossom will train both the pre-existing word embeddings from Llama?Z and the newly initialized

/478-sized word embeddings.
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Lm head /
LoRA
dapter

LLM (Query, Key, Value)

2. Knowledge enrichment: Enhancing Vocabulary and Knowledge through Pretraining

/ Embed tokens

a
| Llama2 Vocab | KoBERT Vocab |

Challenges with the existing Liama2: Although the model understands Korean,

It fends to respond in English due to its extensive English knowledge base.

Input “O|Ef2|OF == 0f CHSH et = 2718 (Introduce the capital of Italy in Korean.)”
Output “Z 0} is the capital city of Italy and --+”

w =

Proper nouns such as “E20f (Rome)” and “&ZAM|& (Colosseum)” are generated in Korean, but the detailed content is
produced in English.
= This is because the knowledge from pretraining is primarily in English.

=» 1o address this, additional Bilingual Pretraining can be used to align Korean and English knowledge.

After Bilingual Pretraining:
Input “O|Ef2|OF == 0f CHSH et = 2705 (Introduce the capital of Italy in Korean.)”
Output “Z20t= O|E2|0te| =L 0|H--- (20} is the capital city of Italy and -+)”
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2. Knovvledge enrichment: Enhancing Vocabulary and Knowledge through Pretraining

Used Bilingual Pretraining Data

Language Source Size(GB) Content

Korean Public 22.41 news, web

WIKI-ko 0.76 wikipedia
English WIKI-en 9.92 wikipedia
Total 33.09

Table 3: The composition of the pretraining data.
The Public data is in (www.aihub.or.kr)

Loss Function

Lorm (0)=Eingpr —ZZOQP(%WQ;@,D)

@ Trainable &% | | Frozen

|
Lm head /

LLM (Query, Key, Value) E |l

adapter

/ Embed tokens
| Llama2 Vocab | KoBERT Vocab |

(1) Vocabulary expansion

English LIMA data
J—
Korean LIMA data
I the
'(2) Bilingual pretraining ' (3) Instruction tuning (SFT)

5 N N N N
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3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean /

LIMA: Less Is More for Alignment

Chunting Zhou”*  Pengfei Liu*™* Puxin Xu*  Srini Iyer”  Jiao Sun’
Yuning Mao#  Xuezhe Ma* Avia Efrat® Ping Yu#¥ Lili Yu¥ Susan Zhang*
Gargi Ghosh”  Mike Lewis# Luke Zettlemoyer”  Omer Levy*

# Meta Al

T Carnegie Mellon University

4 University of Southern California
™ Tel Aviv University

Generation Quality

Filtered

Unfiltered
Stack Exchange Stack Exchange

wikiHow

Figure 5: Performance of 7B models trained

with 2,000 examples from different sources. Fil-

tered Stack Exchange contains diverse prompts
and high quality responses; Unfiltered Stack

Exchange is diverse, but does not have any qual-
ity filters; wikiHow has high quality responses,

but all of its prompts are “how to” questions.

& Trainable ¢ | |

Frozen

|
Lm head /

LoRA
LLM (Query, Key, Value) E adapter
Embed tokens
| Llama2 Vocab | KoBERT Vocab |

(2) Bilingual pretraining

3.81 } ____ I’ "'"}““'}““{

Generation Quality
w
D

2K 4K 8K 16K 32K
#Training Examples

Figure 6: Performance of 7B models trained

with exponentially increasing amounts of data,

sampled from (quality-filtered) Stack Exchange.

Despite an up to 16-fold increase in data size,
performance as measured by ChatGPT plateaus.

English pretraining data

(1) Vocabulary expansion

' English LIMA data II

L — I
Korean pretraining data Korean LIMA data I
-—/_

7 o=t |
(3) Instruction tuning (SFT)
G -

The LIMA paper asserts that the quality of answers from Foundation Models is largely independent of additional

pretraining, and varies according to the quality of the data

In other words, significant effects can be achieved through Instruction Tuning with small-scale but high-quality data
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|
Lm head /

3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean y - E‘:bdythVV" G

| Llama2 Vocab | KoBERT Vocab |

Korean pretraining data

Machine Translation Side Effects:
1. Inconsistency in language style between English and Korean.
2. Exclusion of Korean cultural context due to the characteristics of the source data.
Post-processing:
1. Replace named entities, change themes.
2. At this point, adjustments are made to the LIMA data to align it with Western cultural contexts, encompassing a

wide spectrum from political to economic and social systems.
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3. Usability enhancement: Creating Instruction Data to Enhance the Utilization of Korean

@ Trainable &% | | Frozen

|
Lm head /

LLM (Query, Key, Value) Easggﬁer

/ Embed tokens
| Llama2 Vocab | KoBERT Vocab |

(1) Vocabulary expansion

English LIMA data II
ata I

English pretraining data
J
Korean pretraining data

Example of Post-Processed LIMA Korean Data (@ et pretciing. o) mstrucion tuning (s}

Category LIMA dataset (huggingface.co/datasets/GAIR/1lima)
NE change (EN) I heard north ridge of mount Stuart from my friends, can you tell me more?

(KO) I heard north ridge of 'Bukhansan Mountain' from my friends, can you tell me more?
NE change (EN) How to claim tax back (in USA)?

(KO) How to claim tax back in Korea?
topic change (EN) What are the primary objections Democrats have to a border wall?

(KO) What is the Korean Democratic Party’s opinion on voting rights for overseas Koreans?
topic change (EN) How to make creepy food??

(KO) How to make bizarre food??

Table 2: Instances of modifications in the English LIMA dataset to reflect the Korean cultural context

L oss Function

Lspr(0)=FE ;9 pr

\

— Y logP(x;|x<i;0,D)p

1Eout J




B

03-1. Analysis Results (Qualitative)




03 Analysis Results (Quantitative)

Model Features Backbone Instruction Pre-training
polyglot-ko-12.8b Monolingual model None None 1.2TB
KoAlpaca-Polyglot-12.8b +/mono SFT (21K) polyglot-ko-12.8b 21K None
kullm-polyglot-12.8b-v2 +/mono SFT (153K) polyglot-ko-12.8b 153K None

Llama2 Multilingual model Llama-2-13b-hf 27K 2 trillion-token
Ko-Platypus2-13B +/ mono SFT (25K) Llama-2-13b-hf 25K None
komt-Llama-2-13b-hf +/ mono SFT (154K) Llama-2-13b-chat-hf 1,543K None
Llama2-koSFT (ours) +/ mono SFT (1K) Llama-2-13b-chat-hf 1K (Ko LIMA) None
Llama2-ko (OUrs) +/ mono PT (33GB) Llama-2-13b-chat-hf None 33Gb (Ko)
Bllossom-ko (OUrS) +/ expand_vocab Llama-2-13b-chat-hf None 33Gb (Ko)
Bllossom-bi (OUrs) +/ bilingual PT, expand_vocab Llama-2-13b-chat-hf None 33Gb (Ko:En=7:3)
Bllossom-bi-koSFT (Ours) +/ mono SFT(1K) Bllossom-bi(ours) 1K (Ko LIMA) None
Bllossom-bi-biSFT (ours) +/ bilingual SFT(2K) Bllossom-bi(ours) 2K (Ko-En,LIMA) None

Table 4: Overview of the Korean LLMs (The model is from https://huggingface.co)

Three Experimental Objectives

1. Compare models with and without an expanded Korean vocabulary (Impact of Vocabulary Expansion).

2. Compare models pre-trained with Korean-English Bilingual data to those pre-trained with Korean Monolingual data
(Impact of Bilingual Pretraining).

3. Performance changes according to Instruction Tuning using the proposed Bilingual LIMA dataset (Impact of Korean-

English LIMA SFT).



03 Analysis Results (Quantitative)

Model comparison and reproducibility are ensured using the

public branch of Polyglot team of EleutherAl's Im-evaluation-

<> Code (@ Issues 106 I1 Pull requests 31 ® Actions

Im-evaluation-harness  Public

¥ main - P 57 Branches © 5 Tags

w HishamYahya and haileyschoelkopf Support j

.github/workflows

docs

examples

Im_eval

scripts
templates/new_yaml_task
tests

[ .coveragerc

9 .flakes

ﬂﬂ Projects 1

harness.

Q Go to file

inja templating for task descri v

0] Security [+ Insights

& Watch 35 ~

Add file ~ <> Code ~

3bdf25e - 11 hours ago @ 3,294 Commits.

Make dependencies compatible with PyPI (#1378)

Support jinja templating for task descriptions (#1553)

modify wandbLogger to accept arbitrary kwargs (#1491)

Support jinja templating for task descriptions (#1553)

Cleanup and fixes (Task, Instance, and a little bit of *evaluate...

adjust format

Cleaning up unused unit tests (#1516)

7 mor

last month
11 hours ago
last week

11 hours ago
5 days ago
nths ago
last week

2 years ago

% Fork 11k - Starred 4.4k -

About

A framework for few-shot evaluation o

language models.
& www.eleuther.ai

transformer language-model

evaluation-framework

d Readme

88 MIT license

(2 Cite this repository =
A Activity

= Custom properties
<% 4.4k stars

& 35 watching

% 1.1k forks

Report repository

Fvaluation Benchmark Datasets

NLI

STS

YNAT

SBI

BoolQ

HellaSwag
SentiNeg
COPA

A classification dataset for predicting the
relationship between two sentences.

A classification dataset for measuring semantic
equivalence between two sentences.

A classification dataset for inferring the topic of a
given sentence.

A classification dataset aimed at identifying social
stereotypes or biases.

A QA dataset for answering yes/no questions.

A commonsense NLI| dataset.
Emotion classification data.

A classification dataset for determining cause/effect
based on paragraphs.
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Model NLI STS SBlI YNAT BoolQ H-Swag S-Neg COPA
ACC ACC F1 ACC F1 F1 F1 F1 AVG
polyglot-ko-12.8b 355 50.1 486 31.0 59.4 48.8 95.7 81.0 56.2

KoAlpaca-Polyglot-12.8b | 38.0 42.7 484 26.0 66.4 44 .4 84.8 80.0 53.8
kullm-polyglot-12.8b-v2 | 33.9 44.8 52.5 24.6 44.2 48.3 89.8 793 521

Llama?2 440 458 56.0 254 73.8 40.7 78.1 60.9 53.1
Ko-Platypus2-13B 50.5 599 371 289 72.0 41.4 85.1 63.8 54.8
Komt-Llama-2-13b-hf 334 516 48.7 242 52.6 39.7 62.4 64.2 471
Llama2-koSFT (ours) 445 50.6 38.5 23.1 71.7 41.2 77.3 60.5 50.9
Llama2-ko (ours) 415 474 61.7 326 72.8 43.5 89.1 684 57.1
Bllossom-ko (OuUrs) 494 57.8 529 33.1 73.0 48.6 87.9 69.0 58.9
Bllossom-bi (ours) 48.8 46.6 645 328 74.0 38.0 93.2 /1.2 58.6

Bllossom-bi-koSFT (ours) | 49.6 549 550 33.9 74.2 40.0 92.0 68.4 58.5
Bllossom-bi-biSFT (ours) | 45.7 46.4 634 36.0 69.4 39.1 89.9 70.0 57.5

Table 6: Benchmarking Korean LLMs: Accuracy (ACC) and F1 score metrics across tasks
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(Overall) Compared to single-language models, the multilingual Blossom model showed an average performance
improvement of 4.57 points.

(Impact of Vocabulary Expansion)

- Vocabulary expansion improved overall Korean comprehension, reasoning, perception, and causal understanding.
(Impact of Bilingual Pretraining)

- No significant difference was observed in quantitative assessments, but a notable difference was evident in qualitative
evaluations.

(Impact of Korean-English LIMA SFT)

- SFT did not significantly affect the quantitative assessment of classification tasks.

- However, based on qualitative factors such as response quality, vocabulary, and completeness, it generated better

answers than Llama?Z.
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03-2 Analysis Results (Qulitative)

GPT4 Human

¥ a

Voting

A Model’s response is
better

For the evaluation, parficipants were asked 1o choose one of three options for each of the
300 Korean LIMA dataset guestions, which included completely ditfferent topics, styles, and
tasks.
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Model Features Backbone Instruction Pre-training
polyglot-ko-12.8b Monolingual model None None 1.2TB
KoAlpaca-Polyglot-12.8b +/mono SFT (21K) polyglot-ko-12.8b 21K None
kullm-polyglot-12.8b-v2 +/mono SFT (153K) polyglot-ko-12.8b 153K None

Llama2 Multilingual model Llama-2-13b-hf 27K 2 trillion-token
Ko-Platypus2-13B +/ mono SFT (25K) Llama-2-13b-hf 25K None
komt-Llama-2-13b-hf +/ mono SFT (154K) Llama-2-13b-chat-hf 1,543K None
Llama2-koSFT (ours) +/ mono SFT (1K) Llama-2-13b-chat-hf 1K (Ko LIMA) None
Llama2-ko (ours) +/ mono PT (33GB) Llama-2-13b-chat-hf None 33Gb (Ko)
Bllossom-ko (OUrs) +/ expand_vocab Llama-2-13b-chat-hf None 33Gb (Ko)
Bllossom-bi (ours) +/ bilingual PT, expand_vocab Llama-2-13b-chat-hf None 33Gb (Ko:En=7:3)
Bllossom-bi-koSFT (0urs) +/ mono SFT(1K) Bllossom-bi(0ours) 1K (Ko LIMA) None
Bllossom-bi-biSFT (0urs) +/ bilingual SFT(2K) Bllossom-bi(ours) 2K (Ko-En,LIMA) None

Table 4. Overview of the Korean LLMs (The model is from https://huggingface.co)
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BN Bllossom Wins e Tie Bllossom Loses
0% 20% 40% 60% 80% 100%

Bllossom 94% 'Ko-Platypus?2

8% (Komt

Bllossom

19% ‘Kullm

Bllossom

Bllossom 42% ‘Llama2-70b
Bllossom 43% ‘KoAlpaca
Bllossom{ 1580 84% 'GPTA4

100% 80% 60% 40% 20% 0%

Figure 3: Preference evaluation results by GPT4
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B Bllossom-bi-biSFT Wins e Tie Bllossom-bi-biSFT Loses

0% 20% 40% 60% 80% 100%

Bllossom-bi-biSFT{ =ale||Eaf BEIE 3%Bllossom-bi-koSFT

Bllossom-bi-biSFT{ Gli=El DEIE Sl GVAA 8% (Bllossom-bi-koSFT

100% 80% 60% 40% 20% 0%

Figure 4. Comparing biSFT and koSFT models
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B Bllossom Wins o Tie Bllossom Loses
0% 20% 40% 60% 80% 100%

Bllossom 25% ‘KoAlpaca

Bllossom 17% ‘Llama2-70b

100% 80% 60% 40% 20% 0%

Figure 2: Preference evaluation results by human
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e Llama2-13b Wins e Tie Llama2-13b Loses

0% 20% 40% 60% 80% 100%

Llama2-13b

'Ko-Platypus2

Llama2-13b 9% [Komt
Llama2-13b 75% 17% ‘Bllossom
100% 80% 60% 40% 20% 0%

Figure 5. Comparing English performance in
Llama2-backboned models
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(Overall) Human evaluations and qualitative evaluation with GPT-4 show similar results, with Blossom outperforming models of similar size, and even

surpassing the larger Llama2-70b-chat model.

(Comparison between Korean models based on Llama2 and Bllossom)

- Pretraining has shown to significantly impact Korean proficiency.

(Comparison between Bllossom and Monolingual Foundation Model-based models)

Bilingual Pretraining performed to compensate for poor performance in Korean significantly helps bridge the knowledge gap between Korean and English.

(Comparison of Bllossom with GPT-4 and Llama2)

- When there is an extreme difference in model size, techniques such as vocabulary expansion and pretraining can significantly mitigate performance disparities.

(Impact on English Proficiency)

- Training with bilingual data not only improves Korean proficiency but also results in less decline in English proficiency.
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04 Discussion and Implications

To apply the methodology used in this study to other languages, the following conditions are necessary:
- To construct the LIMA dataset, 1,030 data points must be translated and post-processed.

- For testing, 300 data points must be translated and post-processed.
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Total Subwords

Subword Distribution by Language for llama2-vocab

Subword Distribution by Language for llama3-vocab

4000

3500

3000 -

2500

2000 -

1500 A

1000 -

500

17500 A

15000 A

12500 -

10000 -

Total Subwords

7500

5000

2500 A

Language

a bLLossoOM

Bllossom | Demo | Homepage | Github | Colab-tutorial |

The Bllossom language model is a Korean-English bilingual language model based on the open-

source LLama3. It enhances the connection of knowledge between Korean and English. It has the

following features:

Knowledge Linking: Linking Korean and English knowledge through additional training

Vocabulary Expansion: Expansion of Korean vocabulary to enhance Korean expressiveness.

Instruction Tuning: Tuning using custom-made instruction following data specialized for

Korean language and Korean culture

Human Feedback: DPO has been applied

Vision-Language Alignment: Aligning the vision transformer with this language model

This model developed by MLPLab at Seoultech, Teddysum and Yonsei Univ
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[ Text Generation
Model is too large to load in Inference API (serverless). To try the model, launch it on |nference

Endpoints (dedicated) instead.
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I'd be happy to introduce you to Lim Kyung-tae, a professor at Seoul

National University College of Engineering. &

Professor Lim Kyung-tae is a renowned expert in the field of robotics and
computer vision. He received his B.S., M.S, and Ph.D. degrees in
Mechanical Engineering from Seoul National University in 1992, 1994, and
1999, respectively.

After completing his Ph.D., Professor Lim worked as a research scientist at
the Korea Advanced Institute of Science and Technology (KAIST) from 1999
to 2002. He then joined the faculty of Seoul National University College of
Engineering in 2002, where he is currently a professor in the Department

of Mechanical and Aerospace Engineering.

Professor Lim's research interests include robotics, computer vision,
machine learning, and human-robot interaction. He has published
numerous papers in top-tier conferences and journals, such as IEEE
Transactions on Robotics, IEEE Transactions on Pattern Analysis and
Machine Intelligence, and the International Journal of Robotics Research.
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Thank you
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