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Multiple Choice Questions

● MCQs are widely used to test language learners, mostly because of ease of assessment.
● Made of three components: stem, correct answer, distractors.

Context: [...] When something goes wrong with an instrument, Charles 
West and Larry Jernigan do the repairs. Both men approach their work 
with a passion. For them, [...]

Q: What’s the job of West and Jernigan at school?

A. teaching music
B. repairing musical instruments
C. teaching students to make minor repairs
D. providing musical instruments for free



Distractor generation

● Very time consuming and challenging.
● Requirements of good distractors: plausibility and incorrectness.

○ Unambiguously wrong.
○ Semantically and syntactically coherent with the correct answer. 
○ Not obviously incorrect (too easy).
○ (Possibly) trying to capture common misconceptions and comprehension errors of students.



Automated distractor generation can help 
in making better distractors and making the generation scalable



Previous works

● Some previous approaches:
○ Distractors defined as having high similarity to the correct answer (Afzal and Mitkov, 2014).
○ Encoder-decoder architecture (Gao et al. 2019).
○ T5 fine-tuned for DG (Vachev et al., 2022; Rodriguez-Torrealba et al., 2022; Manakul et al., 2023).
○ Learning to rank (Liang et al., 2018).
○ BERT, only on single-word distractors for cloze items (Chiang et al. 2022).

● Frequent issues:
○ They require the correct answer for prediction.
○ Focus on generating one distractor only.



Our two-step 
approach

1 Generate plausible correct and incorrect answers.

Control for "incorrectness" of distractors.2



Experimental datasets

CLOTH

● Cloze tests
● Text paragraphs, up to 20 gaps for each
● Four single-word options for each gap

RACE

● Reading Comprehension MCQs
● Multiple questions for each passage
● Four answer options for each question
● We work on RACE-DG (Gao et al., 2019)



Baselines

CLOTH

● BERT (Chiang et al., 2022)
● Baseline T5 (Manakul et al., 2023)

RACE

● HSA: Hierarchical Static Attention 
mechanism (Gao et al., 2019)

● EDGE: combination of LSTM, self-attention 
and gated layers (Qiu et al., 2020)

● Baseline T5 (Manakul et al., 2023)
● GPT-3.5: zero-shot and one-shot (Bitew et 

al., 2023)



Evaluation Metrics

CLOTH

● Precision@1 
● F1@3
● NDCG@10

RACE

● BLEU scores
● Similarity based evaluation
● Human evaluation



Results on single-word cloze items
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Results on single-word cloze items

● Proposed model outperforms the two baselines
● First generated distractor is relevant for more than 26% of questions (almost 50% improvement).
● Improvements slightly lower for the other metrics
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Reading comprehension MCQs - Analysis per question type

● TRUE-FALSE: ask which option is true or false according to the passage
○ “Which of the following statements is true according to the article?”

● TITLE: about the best title for the passage
○ “What is the best title for the passage?”

● SPECIFIC: related to specific information in the passage
○  “What is Jenny doing in the park?”



● Performance varies greatly when generating the 
correct answer

● Difference in performance is less significant 
when generating distractors.

● Performance on TRUE-FALSE questions is worse 
than the ones for TITLE and SPECIFIC questions.

Reading comprehension MCQs - Analysis per question type



Conclusions

● Propose a two-step Distractor Generation model which generates both distractors and correct answer 
options together, and leverages clustering as a way to avoid generating duplicate distractors.

● Outperforms the previous state of the art according to automatic evaluation metrics.
● Future works

○ Improve format consistency with keys
○ Leveraging the abilities of different models on different types of questions



THANK YOU!

Questions?

Contacts:
    luca.benedetto@cl.cam.ac.uk
    
    @bndl22
    
    luca-benedetto



Examples of generic questions



Examples of specific questions



Reading comprehension MCQs - Human evaluation

● GPT very good on “generic” questions
● Our is similarly good on specific questions.


