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This paper proposes an analysis of prompting strategies for grammatical
error correction (GEC) with selected large language models (LLM) based on
language proficiency. GEC using generative LLMs has been known for
overcorrection where results obtain higher recall measures than precision
measures.

Our method focuses on zero-shot and few-shot prompting and fine-tuning
models for GEC for learners of English as a foreign language based on the
different proficiency.

We investigate GEC results and find that overcorrection happens primarily
in advanced language learners’ writing (proficiency C) rather than
proficiency A (a beginner level) and proficiency B (an intermediate level).

Fine-tuned LLMs, and even few-shot prompting with writing examples of
English learners, actually tend to exhibit decreased recall measures.

To make our claim concrete, we conduct a comprehensive examination of
GEC outcomes and their evaluation results based on language proficiency.
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Language Proficiency

For prompting GEC using GPTs, we use the Cambridge English Write & Improve
(W&I) corpus, which is manually annotated with CEFR proficiency levels,
consisting of beginner level A intermediate level B, and advanced level C.

(1) *in addition more and more scientists agree with alien
really exist

(2) In addition, more and more scientists agree that aliens
really exist.
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Proficiency A

Proficiency B

Proficiency C

M:PUNCT 0.0933

R:ORTH 0.0602
R:PREP 0.0506
R:VERB:TENSE  0.0455
R:VERB 0.0419

M:PUNCT 0.1134

R:PREP 0.0589
M:DET 0.0442
R:VERB 0.0414

R:VERB:TENSE  0.0393

M:PUNCT
R:PREP
M:DET
R:VERB
R:VERB:TENSE

0.1183
0.0517
0.0345
0.0323
0.0273

Table 1: Most frequent errors and their ratio in Wé&I
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Experimental Results

» For experiments, we use the development data set of W&I from BEA2019,
which distinguishes language proficiency levels into A, B and C.

>

We follow the experimental setting described in Suzgun et al. (2022) for
GPT-2 (gpt2-x1) inferences, and we also adapt it to GPT-3.5

(text-davinci-003).

model

tokenizer
num_examplars
max_model_token_length

delimiter left and right

gpt2-x1

gpt2-x1

0-4 shots

256 if num_examplars is 0
else 512

{1}

To evaluate the performance of language proficiency levels A, B, and C, we
report ERRANT results (Bryant et al., 2017) as metrics that include true
positive, false positive, false negative, precision, recall, and more
importantly, F0.5 scores which emphasize precision than recall.
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We used the prompts described in Table 2:

1-shot

ungrammatical

grammatical
“ungrammatical

grammatical

ungrammatical
grammatical

ungrammatical

grammatical

This is important thing.
This is an important thing.

| Water is needed for alive.
Water is necessary to live.

' And young people spend time more ther |
lifestile.

And young people spend more time on their
lifestyles.

" Both of these men have dealed with situations
in an unconventional manner and the results
are with everyone to see.

Both of these men have dealt with situations
in an unconventional manner and the results

are plain to see.

Table 2: Prompt examples
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We used the following setting for fine-tuning parameters:

epochs 5
using masked language modeling  False
block size (train) 128

per_device_train_batch_size 4
save_steps 10000
save_total_limit 2
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Table 3: Prompting results using GPT-2 (gpt2-x1 and FT = fine-tuned),
GPT-3.5 (text-davinci-003) and SOTA results by models of GECTOR

(Omelianchuk et al.

2020) and 175 (Rothe et al

, 2021).
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Analysis and Discussion

Label-by-label evaluation approach
Is recall higher than precision in prompting GPT for the GEC task?
Results using various F-scores

Comparison between prompting GPT and SOTA

BNl

Discussion
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Label-by-label evaluation approach

TP FP FN Prec Rec F0.5
M:PUNCT A | 189 171 134 0.525 0.5851 0.536
B | 203 132 133 0.606 0.6042 0.6056
C| 95 96 80 0.4974 0.5429 0.5059
"TR:VERB A [ 21 60 113 ~ 0.2593 0.1567 0.2293
B | 17 55 113 02361 0.1308 0.2033
cl| 6 43 51 0.1224 0.1053 0.1186
M A | 318 436 372 0.3703 0.3571 0.1691
B | 336 347 344 0.4919 0.4941  0.2458
C | 157 222 168 0.4142 0.4830 0.2180

Table 4: Detailed breakdown evaluation results for the most frequent errors, and
Missing operation errors (FT GPT2, zero-shot).
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Is recall higher than precision in prompting GPT for the GEC task?

» Consistent higher recall compared to precision showcases a tendency of
over-correction in prompting GPT for the GEC task.

» We have observed that proficiency levels A and B, however, do not exhibit
such a propensity.
» It holds true even for GPT-3.5, where recall consistently surpasses precision.

» Nevertheless, the difference between precision and recall measurements in
levels A and B is considerably smaller compared to level C.
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Results using various F-scores

FT GPT-2 GPT-3.5
FO0.5 F1 F2 F0.5 F1 F2
A | 04192 0.4032 0.3885 | 0.3784 0.4030 0.4310
B | 0.4210 0.4010 0.3827 | 0.3291 0.3625 0.4034
C | 0.3310 0.3388  0.3470 | 0.2199 0.2680 0.3430
Tall |70.3907 ~ 0.4029° 0.3792 | 0.3590 0.3230  0.4040

Table 5: Different F-scores with F0.5, F1 and F2. FT GPT-2 results are based
on 0-shot, while GPT-3.5 (text-davinci-003) results are based on 4-shot.
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Comparison between prompting GPT and SOTA

> State-of-the-art (SOTA) results continue to demonstrate superior
performance compared to prompting GPT in the GEC task in all aspects of
results including precision and recall measures regardless of proficiency
levels.

» Our assumption is primarily based on the fact that SOTA models are
usually subjected to extensive fine-tuning processes.
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Discussion — Limitation

We examine a correlation between proficiency level C and native in prompting
GPT in GEC as shown in Table 6, we are unable to identify any comparable
behavior in prompting GPT in GEC for native-like proficiency C and native
proficiency.

TP FP FN Prec Rec FO0.5
C 383 792 703 0.326 0.3527 0.331
N 2429 3474 4103 0.4115 0.3719 0.4029

Table 6: Results between proficiency level C and native
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Table 7 shows a behavior of prompting GPT in the GEC task proficiency specific
errors, in which finding their correlation could be excessively challenging because
of the performance of GEC for proficiency level C.

TP FP FN Prec Rec F0.5
M:PREP B 24 29 31 0.4528 0.4364 0.4494

Table 7: Detailed breakdown evaluation results for M:PREP and R:DET
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Conclusion

1. We investigated the strengths and limitations of prompting GPT for the
GEC task based on different language proficiency levels.

2. We used our own implementations to calculate relevant metrics for
label-by-label analysis.

3. We observed a tendency of over-correction in prompting GPT, and it is
more obvious in the recent version of GPTs, where recall consistently
surpasses precision.
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