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METHOD | WE ADAPTED EMBODIED SIMULATION TASKS FOR MLLMs
Images either  or  

implicit sensorimotor features in sentences


MLLMs: CLIP B/32, L/14, H/14 and ImageBind 

We find the softmax probability over the dot 
product of representations of image-text pairs


RQ: Do MLLMs show an effect of implicit 
sensorimotor feature match?

matched mismatched

(Radford et al. 2021, Ilharco et al., 2021,  Girdhar et al., 2023)


ARE MLLMs SIMULATING? | Similar results have been treated as 
evidence of embodied simulation in humans.

OR ARE HUMANS NOT? | Alternatively, the results could be treated 
as a deflationary explanation of human experiments.

TEXT ENCODER BOTTLENECK | Sensitivity to explicit labels suggests 
text encoders are bottleneck to sensitivity for implicit  features.
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RESULT | MLLMs “SIMULATE” IMPLICIT 
SHAPE & COLOR, BUT NOT ORIENTATION

MANIPULATION CHECK |  ALL  
MLLMs MATCH EXPLICIT LABELS
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ImageBind and CLIP ViT H/14 assigned higher probability to images 
that matched implicit SHAPE and COLOR, but not ORIENTATION.

We ran a manipulation check with explicit text labels 
(e.g. “a horizontal bat”). All models showed an effect.

DISCUSSION | MLLMs AS A MECHANISM 
FOR SENSORIMOTOR GROUNDING?
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