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Motivation
p Linear Graph Convolutional Networks are used to 

classify nodes in graph data.
p Existing linear GCN models don't capture the tree-like 

structure of real-world datasets.
p Hyperbolic spaces have a greater capacity to represent 

scale-free or hierarchical structures, which can be used 
to learn tree-like graphs.

Our Method

• Parameter-Free propagation. Get the graph node 
features from n-power propagations.

• Mapping the learned features of graph nodes into 
hyperbolic space.

  “k” is the curvature of hyperbolic space.
• Proposing a Lorenrzian linear transformation to capture 

the tree-like structure of data.

             represents Lorenrzian linear transformation.
• Graph node prediction.

Experiments
p Semi-supervised node classification.

   (See the paper for a full description)

• Comparing with models in Euclidean space, our model  
outperforms the current SOTA linear model G2CN by 
1.2% and 0.2% on Citeseer and PubMed. 

• Comparing with models in hyperbolic space, our 
approach is 3.6% and 2.7% better than the SOTA model  
(HGCL) on Citeseer and PubMed datasets.

p  Fully supervised node classification.

• Our model achieves 3.4% and 1.8% over HYBONET 
and HGCL on accuracy.

• L2GC doesn't improve on HYBONET for the Disease 
dataset, but our model is faster and more stable.

p Efficiency analysis (Left) and Visualisation (Right)

• L2GC is trained faster one or two orders of magnitude 
than other nonlinear models.

• L2GC can achieve better node classifcation results.


