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Introduction & Challenges

Zero-shot stance detection on social media (ZSSD-SM)
aims for determining the attitude or standpoint expressed in
tweets towards an unseen target.

Traditional domain adaptation methods are difficult to
transfer between two domains with knowledge gaps, while
the knowledge injection (KI) methods commonly used to
alleviate this problem are affected by the lengthy preparatory
work, which can lead to error accumulation and irrelevant
knowledge injection.

Tweet : Be kind to the earth by saving electricity
Topic : Climate Change is a Real Concern
Ground Truth Stance : Favor
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The challenges of traditional KI methods in handling ZSSD-SM task.

The Proposed KPatch Framework

{
"Donald Trump": [
"presidential candidate",
"Republican candidate",
"billionaire",
"The Apprentice host", ...
], ...
}

[
" Tesla Cybertruck [SEP] designed by [SEP]
Franz von Holzhausen ",
" United States of America [SEP] diplomatic
relation [SEP] Tajikistan ",
...
" PG [SEP] together with [SEP] The
Washington Post "
]

[
"Donald Trump",
"Hillary Clinton",
"Atheism",
...
]
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The framwork of KPatch.

1. Knowledge Searching: Extract triplets from subgraph
as positive cases, and randomly replace the head or tail
entity to form negative cases.

2. Knowledge Compression Stage: Train the  in
Triplet Denoising Task to compress the knowledge into
the  (freeze PLM and the dense layer).

3. Task Guidance Stage: Freeze the  from the
Comparison Stage, and then fine-tune the PLM and the
dense layer on the stance detection task.

Experiments
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Performance fluctuations under different PEFT and random seeds.

Performance gains of different KI methods compared to backbone PLM.

Ablation experiments.

Case Study & Conclusion

PLM

NER

EL

KS

KI

ZSSD-SM

Tweet : Just got canvassed! Hope you'll join me in supporting @VPIRG this summer! #solar #peoplepower
Topic : Climate Change is a Real Concern
Groud truth Stance : Favor
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(a) Traditional KI model (taking K-BERT as an example) (b) KPatch

Comparison of the prediction process between K-BERT and KPatch.

KPatch (b) hands over these manually designed steps
to the PLM for processing and implements knowledge
injection through the hidden space, while K-BERT (a)
requires the lengthy preparatory work before the KI
stage.

KPatch skips the preparatory work of traditional
knowledge injection pipeline, which guides the PLM to
adaptively select the most suitable knowledge from the
external matrix through its latent modeling ability for
ZSSD-SM task.
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2. **Knowledge Compression Stage**: <span style='color:rgb(255, 128, 24)'>Train the $M_K$</span> in TDT pre-training task to compress the knowledge into the $M_K$. (<span style='color:rgb(51, 153, 255)'>freeze PLM and the Dense layer</span>)
3. **Task Guidance Stage**: <span style='color:rgb(51, 153, 255)'>Freeze the $M_K$</span> from the Comparison Stage, and then <span style='color:rgb(255, 128, 24)'>fine-tune the PLM and the Dense Layer</span> on the Stance Detection Task.
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