
Methodology
Datasets
 Three Datasets:

 ScienceQA(Lu et al., 2022a)
 ECQA (Aggarwal et al., 2021; Talmor et al., 2019)
 LastLetter

Model Architecture
 Three baselines:

 Vanilla finetuning means to generate the answer only.
 Compound generator generates the reasoning chain and the answer in one run.
 Pipeline first generates the reasoning chain, and then use the question and the 

reasoning chain to generate the answer.
 SelF-Reasoner will judge the reasoning chain. If the filter thinks the reasoning chain is 

misleading, then it will adopt vanilla finetuning's method to predict the answer only using 
the question. Otherwise, it will go as the pipeline using the question and the reasoning 
chain to generate the answer.

 Our backbone model is T5.

Filter Design
 Training-based Filter. 

 Use an insufficiently trained reasoner to generate plausible reasoning chains and 
correct reasoning chains (correct means it will lead to correct answers). 

 T5 encoder is trained to be a filter.
 Load finetuned T5 reasoner’s parameter to accelerate training and improve accuracy.

 Rule-based Filter. 
 For the LastLetter task: "The given word should appear in the valid CoT". 
 Observation: Many given words in the reasoning chain are different from the ones in the 

question due to tokenization and sampling, which will cause the incorrect answer 
extraction
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Abstract
 Proposed a novel approach called the selective filtering reasoner (SelF-Reasoner) that 

assesses the entailment relationship between the question and the candidate reasoning 
chain. Then, we proceed with CoT reasoning when the reasoning chain demonstrates 
confidence; otherwise, we opt to predict the answer directly. 

 SelF-Reasoner improves the fine-tuned T5 baseline consistently over the ScienceQA, ECQA, 
and LastLetter tasks.

Motivation
 CoT(Few-shot, zero-shot, chatgpt…) has achieved success with LLM.
 CoT reasoning is considered one of the emergent abilities shown in “Scaling Laws”.
 In some situations (Li et al., 2022a; Magister et al., 2022; Ho et al., 2022; Li et al., 2022b; 

Wang et al., 2023), though small language models (SML) can not do few-shot or zero-shot 
CoT finetuning, they can still benefit from CoT finetuning.

 But small language models are easier to generate misleading CoTs compared with LLM.
 Ways to mitigate the effect of misleading CoTs

Analysis
Quality of CoT generated by small language models
 Metrics:

 BLEU-1/4
 ROUGE
 Sentence Similarity
 Human evaluation.

 Similar to the ground truth CoT in structure.
 Incorrect in some key parts, causing misleading results.

Filter’s performance
 Filter can predict whether the CoT will mislead the answer accurately.
 Introducing filter outperforms random assignment.

Ablation Study: Filter&Pipeline size
 Larger Filter performs better
 The improvement in the larger pipeline 

is smaller because the reasoner’s ability 
to generate plausible CoT is improved, 
making it harder for filters to distinguish
plausible CoT from correct CoT.

Experiments
 Datasets:

 ScienceQA, ECQA, LastLetter

 Metrics: Accuracy
 Result: New SOTA.

Conclusion
 We proposed a selective filtering reasoner (SelF-Reasoner) to perform CoT only as necessary 

and mitigate the detrimental effects of erroneous reasoning chains. 
 Our SelF-Reasoner outperforms the finetuned CoT/vanilla baseline on ScienceQA, ECQA, and 

LastLetter datasets, advancing the effectiveness of CoT in small-scale language models.
 We analyze the obstructions of fine-tuning CoT on language models and conclude common 

types in invalid generated CoT. 
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