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Introduction

We address the challenge of steering the style or domain of neu-
ral machine transla5on (NMT) models to meet diverse user needs
without training new models from scratch, which is costly and con-
strained by data availability. Our solu5on involves a memory-aug-
mented adapter that integrates with pretrained NMT models. This 
adapter uses a mul5-granular memory constructed from user texts 
and a novel architecture that merges model outputs with retrieved 
memory content. We enhance training with memory dropout to 
minimize unwanted dependencies. Our method, tested on style-
specific and domain-specific tasks, surpasses several well establi-
shed benchmarks. We also release a dataset MTSC for stylized MT.

Method

Experiments

Conclusion

En: Lies written in ink can not cover the facts written in blood at all.

Zh:用墨水书写的谎言一定掩盖不了用鲜血书写的事实。(w/o style)

Zh:墨写的谎言，决掩不住血写的事实。(stylized)

Code🛠 and data📃:
https://www.github.com/xuyuzhuang11/StyleMT
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Our proposed adapters are integrated in transformers as in Fig.
A, and the details of adapters are shown in Fig. B. To build the pl-
uggable model, we need 3 steps. First, extract mul5-granular ph-
rases use user provided data like Fig. C. Then, con5nuousize these
phrases like Fig. D. Finally, train the adapters using memory drop
mechanism like in Fig. E.

we propose a useful memory-
based adapter to build plugga-
ble NMT models, which can let 
the users customize the genera-
5on behavior of NMT models
beMer by simply providing some
text samples.


