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Motivation
● The QA model, combining dense retrieval and 

LM, has achieved success but faces issues with 
data quality and non-common entities. 

● Introducing precise retrieval in knowledge graphs 
will help improve the performance of QA models 
on non-common entity problems.

Design
● Subject Extraction
● Property Prediction
● Candidate Object Retrieval

○ WAT: Retrieve passages with can-
didate object as the title in the text library.

○ WHy:Retrieve the passages cont-
aining the most candidate objects, 
subjects, and properties in the text library.

● Combain passages with DPR
● Reading Comprehension (FiD)

Experimental Setup
● Datasets

○ PopQA (entity-centric, artificial)
○ EntityQuestions (e.-c., artificial)
○ Natural Questions (from Google)

● Metrics
○ Top-k retrieval accuracy(R@K, ↑)
○ Exact match (EM, ↑)

Error Analysis
● Impact of Property Prediction Model
● Impact of Object Retrieval model

Conclusion
● Introduced a multimodal information 

retrieval model that combines text and 
knowledge graphs to retrieve relevant 
passages.

● Assessed the QA model's performance 
on three standard benchmarks, notably 
enhancing its performance for rare 
entities.

● Analyzed the model's limitations in 
handling complex natural language 
problems and presented plans for 
future improvements.

Retrieval Result (R@K) QA Result (EM) Error Analysis - Object 
Retrieval

Framework of our model

Correction Examples
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