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Research questions
This paper investigates whether machine translation 
as a learning objective can improve performances on 
zero-shot cross-lingual transfer downstream tasks. We 
attempt to establish whether MT training objectives 
implicitly foster cross-lingual alignment:

(i) Do models (re)trained with the MT objective 
develop cross-lingual representations?

(ii) Do they generalize well on cross-lingual tasks?

(iii) Which factors impact their performances?

Findings
- MT (continued) training objectives do not favor the emergence of cross-lingual 
alignments more than LM objectives, based on the study on existing publicly available 
pretrained models. 
- We provide evidence from similarity analyses and parameter-level investigations that this 
is due to separability, which is beneficial in MT but detrimental elsewhere. 
- We conclude that MT encourages behavior that is not necessarily compatible with high 
performances in cross-lingual transfer learning.
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