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Conclusion

• We propose “Self-motivated Learning”, a framework is grounded in the idea that a 

rationale leading to the correct answer is superior to one leading to an incorrect answer.

• We conducted experiments across different datasets encompassing three categories of 

complex reasoning, demonstrating that our method can significantly enhance model 

performance without external annotation.

• Models gain reasoning capability

• After trained with data that has rationales

• Lacks of datasets with high-quality rationales

•  high annotation cost

• How to use existing datasets without 
rationales?

• Utilize the correctness

• Correct is better than Wrong

• The reward model trained with rank information 

exhibits a certain degree of generalization.

• The reward of model can reflect the performance.

• The performance is increasing during training.

• Accuracy (%) in 8 tasks under our different models and methods. Note that the methods based 

on the LLama2 7B are trained in different datasets separately.

• The Self-motivated Learning applies PPO for reinforcement learning in the training dataset 

using the Fine-tune-CoT model, resulting in an average increase of 10.68%.
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