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Early Modern French

Specificities:

● Unstable spelling (était, estoit, étoit, etc.)
● Specific letters (ß, ſ, etc.)
● Different syntax (no punctuation, longer 

sentences, etc.)

Paradox:

● Impossible to use the same models for Early 
Modern French and contemporary French

● Need from digital humanists to process Early 
Modern documents



FreEM collection

The FreEM (for FREnch Early Modern) project aims at conceiving all the required 
tools to process optimally Early Modern French documents:

● Tasks: lemmatisation (estoit->être), POS tagging (estoit-> VERcjg), linguistic 
normalisation (estoit->était)), named entity recognition and disambiguation

● Creating annotated corpora for several tasks
● Training models with these corpora
● More information at https://freem-corpora.github.io

A dedicated language model should improve the accuracy of NLP tasks

→ We have engaged in the creation of a big corpus of Early Modern French texts 
and a BERT language model

https://freem-corpora.github.io


FreEMmax

Gathering a maximum number of texts for

● French literary texts (and some 
non-literary)

● Written between the 16th and the 18th c.
● If possible in a machine actionable format

Sources:

● Research projects
● Existing corpora
● Personal transcriptions of researchers

Total: 185,643,482 tokens

Distribution of the documents in the FreEMmax 
corpus per year. Data is more scarce for 16th 
French (on the left) and 18th c. French (on the 
right). the over-representation of 17th c. 
documents could be explained by its 
importance for French Literature.



Distributing FreEMmax

Two problems:

● Modifying the data (e.g. CC-BY-ND)
● Distributing the data (texts under 

copyright, personal documents…)

Two consequences:

● Creation of a compilation pipeline
● Two versions:

○ Full version (not distributed)
○ Open Access version (distributed without all 

the documents)

FreEMmax compilation pipeline. All files are kept in 
their original format. Metadata is manually 
prepared in separate files in order to automatically 
transform and clean (in blue) all the available 
documents into XML-TEI files following the same 
encoding. It allows us to distribute open data (in 
green) but also data distributed with restrictions 
regarding the modification of the original format (in 
orange). Non-open texts (in red) are not distributed



BERT

By Jimmy Lin (jimmylin@uwaterloo.ca), released under Creative Commons Attribution 4.0 International (CC BY 4.0): https://creativecommons.org/licenses/by/4.0/



BERT

By Jimmy Lin (jimmylin@uwaterloo.ca), released under Creative Commons Attribution 4.0 International (CC BY 4.0): https://creativecommons.org/licenses/by/4.0/



D'AlemBERT

● Transformer
○ RoBERTa-BASE architecture: 12 layers, 768 hidden dimensions, 12 attention heads, 110M 

parameters.

● We select 15% of tokens for possible replacement. Among those selected 
tokens, 80% are replaced with the special <MASK> token, 10% are left 
unchanged and 10% are replaced by a random token. 

● We optimise our model using Adam for 31k steps (41 epochs) with large batch 
sizes of 8,192 sequences, each sequence containing at most 512 tokens.

● We use a learning rate of 0.0003 instead of the original 0.0001 as our model 
diverged otherwise.



FreEMLPM

FreEMLPM is a corpus annotated for Lemmata, POS tags and Morphology. Regarding POS 
tags, annotated data comes from two different sources:

● 17th c. French theatre (normalised French, c. 90,000 tokens)
● The Presto gold corpus (original French, c. 60,000 tokens)

Models have already been trained and are available with Pie extended 
(https://pypi.org/project/pie-extended)

Out-of-domain data has been annotated to test the models:

● Sets for 16th, 17th, 18th, 19th and 20th c. French
● Excerpts of c. 100 tokens of 10 texts/per century
● Same distribution per century (one per decade, minimum number of female writers, 

etc.)

https://pypi.org/project/pie-extended


D'AlemBERT in PoS

● We use the flair framework for sequence tagging.
● We append a linear layer of size 256.
● We use a "mean" subword pooling strategy, i.e., we take the mean of the last 

hidden representation of the subword units of each token.
● We fine-tune D'AlemBERT with a learning rate of 0.000005 for a total of 10 

epochs.
● We also fine-tune CamemBERT using the exact same hyperparameters as the 

ones we use for D'AlemBERT.
● We evaluate the models on the out-of-domain set of FreEMLPM.



D’AlemBERT



D'AlemBERT’s Carbon Footprint



Thank you for your attention!
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