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The GPT-2 model (papuGaPT2)

Alec Radford, et. al., Language Models are Unsupervised Multitask Learners, 2018
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The BART model (plBART)

Mike Lewis, et. al., BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension, ACL 2020
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The T5 model

Colin Raffel, et. al., Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer, JMLR 2020
Linting Xue, et. al., mT5: A massively multilingual pre-trained text-to-text transformer, ACL 2021
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The Polish T5 model (plT5)

● Initialized from mT5 checkpoint

● Embedding layer was shrinked from 250k to 50k tokens (see 

HerBERT paper)

● Trained for 50k steps on a single TPU v3

● Dataset mixture of wikipedia, wolne lektury, nkjp, open 

subtitles, CCNet

● Checkpoints publicly available from Transformers Hub 

(small/base/large)
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Trainable parameters

mT5 plT5
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decoderencoder-decoder



KLEJ Benchmark
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Task construction

● 7 different NLU tasks
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[Prefix 1]: Text 1 [Prefix 2]: Text 2 → label

Label is generated greedily



● The larger the model the better the 
results

● Text-to-text models perform worse 
than HerBERT

● BART is performing extremely well 
even though it does not have as 
many parameters as base plT5

● GPT-2 is not bad, but struggles with 
CBD and Czy wiesz? tasks

● plT5 has best performance
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Machine Translation
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● The larger the model the better the results

● Translation to Polish language has better 
performance with plT5 (polish vocabulary)

● Task specific tokenizer (wmt20) improves 
performance (although not so clear for plT5)

● Reproduced known fact that translation to 
Polish has lower absolute BLEU score than to 
English

● T5 models give best results
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WMT20 - task-specific vocab with 32k tokens



Knowledge Q&A
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● In general all text-to-text models 
struggle with knowledge Q&A 
(without passage)

● All models have performance above 
baseline

● Pretraining on Wikipedia helps

● We observed that BART reached final 
performance much faster than plT5

● plT5 gives best results
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Summarization
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Datasets

AA - Allegro Articles (https://allegro.pl/artykuly)
PSC - Polish Summaries Corpus (https://huggingface.co/datasets/psc)
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https://allegro.pl/artykuly
https://huggingface.co/datasets/psc


Datasets (Allegro Articles)

title lead body

https://allegro.pl/artykul/huawei-wypuszcza-tansza-wersje-sluchawek-freebuds-4-VLEWE8Da9uj
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https://allegro.pl/artykul/huawei-wypuszcza-tansza-wersje-sluchawek-freebuds-4-VLEWE8Da9uj


● Polish BART has best performance 
hypothetically due to “copy bias”

● Best model is usually 2-3pp above baseline 
with exception of PSC abstract (below 
baseline) and AA body+lead2title (32pp 
above baseline)

● Not all models are able to generate 
summaries that are better than baseline

● Larger models are unstable and degrade 
performance

● Second best model is plT5
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Reported metric: average of (f-measure) ROUGE-1, 
ROUGE-2 and ROUGE-L



Summary
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● We trained T5 model for Polish language 

● We benchmarked plT5, polish BART and PapuGaPT2 on various 

text-to-text tasks
● In general, the larger the model the better the results 

● Text-to-text models are still below BERT performance on KLEJ benchmark

● plT5 performs best in en-pl machine translation

● Knowledge Q&A is very difficult for all models

● BART model is performing very well especially on  news summarization due to 

“copy bias”
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THANK YOU!
dariusz.kajtoch@allegro.pl
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