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Dialogue Generation
• Task-Oriented


• Open-Domain


Open-ended conversations


Application: chatbot


Example: 

A: Do you believe in horoscope fortune-telling?

B: I used to be an atheist, but in recent months, I couldn’t but form a 
more favourable opinion of horoscope.



Dialogue Datasets
• DailyDialog


daily life conversations


• OpenSubtitles


dialogues from movies


• Widely used for dialogue research

Yanran Li, Hui Su, Xiaoyu Shen, Wenjie Li, Ziqiang Cao, and Shuzi Niu. DailyDialog: A Manually 
Labelled Multi-turn Dialogue Dataset. In IJCNLP, 2017.

Pierre Lison, Jörg Tiedemann, Milen Kouylekov. Opensubtitles2018: Statistical rescoring of 
sentence alignments in large, noisy parallel corpora. In LREC, 2018.



The Overlapping Problem
• (Near-)Identical samples between the


training set

test set


• Consequences

Inflated performance

Arbitrary performance

Over-informative output

DailyDialog: ~23%

OpenSubtitles: ~34%



Our Contributions
• Addressing the overlapping problem


• Performing systematic analyses


• Proposing a data cleaning strategy
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Overlap Statistics
•  ,  


•  


• sample:  


•  


•  

u = {u1, ⋯, um} v = {v1, ⋯, vn}

R(u, v) =
2 |u ∩ v |
|u | + |v |

x = (c, r)

R(x, x′ ) = min{R(c, c′ ), R(r, r′ )}

R(x, 𝒟train) = max
x′ ∈𝒟train

R(x, x′ )
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DailyDialog
• Dataset Construction


crawled from English learning websites


• Potential Causes


similar learning materials



OpenSubtitles
• Dataset Construction


extracted from subtitle files


organized by IMDb identifiers


• Cause of Overlapping


remakes of the same movies



Example
• My Sassy Girl


Original Release (2001)


American Remake (2008)


• Different IMDb identifiers


• Highly overlapping dialogues



Bizarre Behaviours
• Inflated Performance


• Arbitrary Performance


• Over-informative Responses



Inflated Performance



Arbitrary Performance



Over-informative Output



Outline
• Introduction


• Bizarre Behaviours


• Dataset Cleaning 

• Results


• Conclusion



Deduplication
• Deduplicate the original sets


at least one of validation/test will shrink


unreliable validation/test performance


• Deduplicate all, then re-split


allows us to keep large validation/test sets



Deduplication
• Deduplicate and re-split in multi-turn setting


DailyDialog: dialogue session


OpenSubtitles: entire movie


• Avoid information leaking


• Accommodate both multi-turn and single-turn setting



Overlap Ratios
•  : set of all samples
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•  


•  

𝒟

u v

R(u, v) =
2 |u ∩ v |
|u | + |v |

R(u, 𝒟) = max
u′ ∈𝒟∖{u}

R(u′ , u)



Overlap Ratios
•  : set of all samples


•  ,  : two samples 


•  


•  

𝒟

u v

R(u, v) =
2 |u ∩ v |
|u | + |v |

R(u, 𝒟) = max
u′ ∈𝒟∖{u}

R(u′ , u)

Before



Deduplication
• Compute overlap ratios


• Remove overlapping samples


• Repeat until clean
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Models
• Standard models


LSTM w/ attention

Transformer

T5-small

GPT-2


• “State of the art”

AdaLabel

DialogBERT

Yida Wang, Yinhe Zheng, Yong Jiang, Minlie Huang. Diversifying 
Dialog Generation via Adaptive Label Smoothing. In IJCNLP, 2021.

Xiaodong Gu, Kang Min Yoo, Jung-Woo Ha. DialogBERT: 
discourse-aware response generation via learning to recover and 
rank utterances. In AAAI, 2021



Model Performance



Model Performance



Model Performance

AdaLabel: training with smoothed labels

DialogBERT: contextual modeling w/ hierarchical BERT



Conclusion
• Observe the overlapping problem


• Perform systematic analysis


• Provide cleaned datasets



Take-home Messages

• Avoid comparing state-of-the-art 
models on overlapping datasets


• Always revisit the quality of existing and 
future datasets for dialogue research
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