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Swiss German

• Family of German dialects

• 5 million speakers

• Differs from Standard German in phonetics, vocabulary, morphology,  
syntax

• Mostly spoken

• No standardized writing system
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Challenges Swiss German STT

• Many written variants for the same word

• Huge vocabulary size

• Desired language of output: Standard German → Translation

• Diversity of dialects, especially vocabulary and phonetics

• Limited amount of publicly available training data:
• SwissDial [1], 26 h

• Radio Rottu [2], 2 h

• Swiss Parliaments Corpus [3], 293 h (noisy)
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Data collection

• Crowdsourcing

• Web recording tool https://dialektsammlung.ch/

• Based on Common Voice [4]

• Recording:
• Standard German sentence
• How would I say this in Swiss German?
• Record in Swiss German

• Validation:
• Is the recording in Swiss German?
• Is it a faithful Swiss German translation of the Standard German sentence?

9 May 2022 SDS-200 @ LREC 2022 4

https://dialektsammlung.ch/


Data collection - recording
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Data collection - validation
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Data collection - metadata

• Dialect:
• Zip code of origin of the dialect

• E.g. where the participant went to school

• Allows to group dialects in dialect regions, cantons, municipalities

• Age

• Gender
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Data collection - sentences

• Source:
• 80 % from Swiss newspapers

• 20 % from the German Common Voice [5]

• 5-12 tokens
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Data collection process

• Interviews and reports in Swiss television, radio, newspapers

• Support videos by 4 well-known Swiss comedians, shared on their social 
media accounts

• Leaderboard contest:
• Individual contest
• Score based on number of recordings, validations, quality of recordings
• Attractive Switzerland-themed prices for the top 10 participants

• Clash of Cantons:
• Canton contest
• Spark competition between cantons
• Score based on number of recordings, weighted by average quality, normalized by 

population
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Corpus

Split Hours

train (raw) 188.9

train (filtered) 178.3

validation 5.2

test 5.4

10 May 2022 SDS-200 @ LREC 2022 10



Corpus

• train (filtered), validation, test:
• Filtered using validations

• 142’545 recordings

• 3’816 speakers

• Recording duration: 4.8 s +/- 1.3 s
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Corpus - dialects
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Corpus – age and gender
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• Speakers:
• 8 % male
• 6 % female
• 86 % unknown

• Recordings:
• 46 % male
• 19 % female
• 35 % unknown



Models

• All models are trained in an end-to-end fashion (Swiss German 
speech to Standard German text)

• SDS-200 train (filtered) is the only labeled corpus used for these 
models

• WER and BLEU reported on SDS-200 test
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Models

Model Params Train method WER BLEU

Transformer 72M from scratch 30.3 53.1

XLS-R 1B 965M finetuning 21.6 64.0

XLS-R 1B + LM 965M finetuning + LM 17.9 70.3
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• XLS-R [6]:
• wav2vec 2.0 [7] models

• Self-supervised pre-training of speech representations

• 436’000 h unlabeled speech data in 128 languages (no Swiss German)

• LM:
• KenLM [8]

• 68M Standard German sentences
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