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Reading a Simplified Article
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 Reading a Simplified Article  
 Expectation
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 Reading a Simplified Article  
 Reality
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Limitations of Current 
Text Simplification Systems

 Simplification:
 “Translate” text into a simplified version (sentence-by-sentence)
 Length of input corresponds to length of output!

 Instead, we should consider simplification as 
document-level summarization!
 Simultaneously compress article length and simplify texts
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Limitations of Current 
Text Simplification Systems

 But what about training data?
 Corpora mostly provide sentence-level alignments

 Document-level resources barely exist!

 
 For English:
  

 For German:

Table 1: Existing document-aligned resources for simplification.



Aumiller and Gertz: “Klexikon: A German Dataset for Joint Summarization and Simplification” 8

Contributions
 Frame document-level simplification as a joint 

summarization and simplification problem

 Contribute a large-scale (document-aligned) 
resource for German based on alignments between 
Wikipedia and a German children’s encyclopedia



Constructing the Klexikon Dataset
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Klexikon
 Started in 2014 as a resource specifically for 

children (age 6-13)
 Each article is internally reviewed before release
 Almost 3,300 articles on diverse topics

 Crawled during April 2021
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Corpus Alignment
 Basic idea: Klexikon articles are (summarized) simplifications 

of the Wikipedia article on the same topic
 Find Wikipedia article for each Klexikon entry (alignment)!
 Hypothesis: Aligned articles represent a suitable dataset for 

training a joint summarization/simplification objective

  

Adler (Eagle)

ABBA

Adler (Eagle)

ABBA

...

...
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Corpus Alignment: Disambiguation       
 Not always that easy: Only 90% match directly

 Requires manual resolution of conflicts

Adler?Adler (Eagle)

Animal?

Family name?

Town?

...
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Corpus Alignment: Multi-Pages       
 Content on Wikipedia can 

spread across pages
 Manual review of 

disambiguated articles

 Keep if more than 66% of 
the Klexikon article are 
corresponding to a single 
Wikipedia article

Adler (Eagle)

Adler 
(Biology)

Steinadler
(Species)

Adler
(Heraldry)



Exploratory Analysis
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Resulting Corpus
 Around 2,900 articles aligned successfully!
 3x more articles than largest previous corpus
 Significantly longer source documents

Table 2: German resources in comparison.
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Length Distributions

Wikipedia article length 
(number of sentences)

Klexikon article length (number 
of sentences)

Compression ratio
(                )lenwiki/ lenklexikon

Distribution of the dataset including median (red line), mean (dotted black) and standard deviation (thin 
black line) for both Wikipedia and Klexikon.
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Suitability for Summarization
 How do we know the dataset is appropriate?

 Test against (extractive) baselines!

 Compared methods:
 Lead-3 (first three sentences)
 Lead-k (opening paragraph in Wikipedia)
 Full article
 Luhn’s Algorithm (Luhn, 1958)
 LexRank (Erkan and Radev, 2004) 

(with sentence-transformers embeddings)
 Extractive Oracle

 Evaluation with ROUGE

Table 3: ROUGE F1 scores of baselines.
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Suitability for Simplification
 Use modified Flesch score for German (Amstad, 1978)
 Average sentence length in tokens
 Average word length in characters
 Relative usage of the top 1000 lemmas of each corpus 

(Wikipedia/Klexikon) in relation to the total number of lemmas 
 Restrict to nouns, adjectives, verbs or adverbs
 Less biased against longer texts
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Suitability for Simplification

Table 4: Indicators of simplified texts across all metrics.



Open Challenges and Future Work
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Open Challenges
 No “sophisticated” system that performs both 

simplification and summarization exists yet
 How to integrate simplification as part of summarizers?
 Abstractive systems are limited by length

 How to align documents on a fine-grained context 
(sentence/paragraph-level) without manual annotation?
 Existing solutions assume linear alignments and English
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Future Work
 Provide additional sentence-level alignments
 Hybrid retrieval systems to cut down texts to 

suitable lengths for abstractive systems
 Experiment with regularization to incorporate 

simplification into neural networks



Aumiller and Gertz: “Klexikon: A German Dataset for Joint Summarization and Simplification” 24

Resources



Thank you for your attention!

Check out the dataset on Huggingface: 
https://huggingface.co/datasets/dennlinger/klexikon

The experimental code is also on Github: 
https://github.com/dennlinger/klexikon

 
Any questions?

Or send a mail to aumiller@informatik.uni-heidelberg.de

https://huggingface.co/datasets/dennlinger/klexikon
https://github.com/dennlinger/klexikon
mailto:aumiller@informatik.uni-heidelberg.de
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